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A LOG-FREE ZERO-DENSITY ESTIMATE AND SMALL GAPS IN COEFFICI ENTS
OF L-FUNCTIONS

AMIR AKBARY AND TIMOTHY S. TRUDGIAN

Abstract. Let L(s,π × π′) be the Rankin–SelbergL-function attached to automorphic representa-
tionsπ andπ′. Let π̃ andπ̃′ denote the contragredient representations associated toπ andπ′. Under
the assumption of certain upper bounds for coefficients of the logarithmic derivatives ofL(s,π × π̃)
and L(s,π′ × π̃′), we prove a log-free zero-density estimate forL(s,π × π′) which generalises a
result due to Fogels in the context of DirichletL-functions. We then employ this log-free estimate
in studying the distribution of the Fourier coefficients of an automorphic representationπ. As an
application we examine the non-lacunarity of the Fourier coefficientsbf (p) of a modular newform
f (z) =

∑∞
n=1 bf (n)e2πinz of weightk, levelN, and characterχ. More precisely forf (z) and a primep,

set j f (p) := maxx; x>p Jf (p, x), whereJf (p, x) := #{primeq; aπ(q) = 0 for all p < q ≤ x}. We prove
that j f (p)≪ f ,θ pθ for some 0< θ < 1.

1. Introduction and Results

In the absence of powerful zero-free regions forL-functions it is worthwhile to study the number
of zeroes in rectangles in the complex plane. To this end, foranL-functionL(s), one considers the
function

NL(σ,T) = # {ρ = β + iγ; L(ρ) = 0, β ≥ σ, |γ| ≤ T} .

For a generalL-function satisfying certain properties it is possible to prove, forǫ > 0, the existence
of a positive constantc

NL(σ,T)≪ǫ Tc(1−σ)+ǫ (1.1)

uniformly for 0 ≤ σ ≤ 1 (see [10, Lemma 3] for details on such a theorem). It is expected that
L(1 + it) , 0 for a generalL-function, which makes the estimation given in Theorem (1.1) trivial
whenσ → 1−. For manyL-functions we can replaceTǫ in (1.1) by a power of logT. It would
be desirable to sharpen (1.1) near the lineσ = 1 by removing the constantǫ in the exponent of
T. We call such a bound alog-free zero density estimate. In this paper we achieve this for certain
automorphicL-functions. In order to proceed we need to introduce some notation and terminology.

Let π be an automorphic cuspidal representation of GLm(AQ) with unitary central character
(for simplicity we call suchπ an automorphic representation) and letL(s,π) be its associated
L-function, which is written as a product of the localL-functions L(s,πp). HenceL(s,π) =
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∏

p<∞ L(s,πp), where, forℜ(s) > 1,

L(s,πp) =
m

∏

j=1

(

1−
απ( j, p)

ps

)−1

.

The complex numbersαπ( j, p), for j = 1, . . . ,m, are thelocal parameters at p, wherem is the
degreeof L(s,π). Associated toπ there is an integerqπ ≥ 1, called theconductorof π, such that
απ( j, p) , 0 for p ∤ qπ and 1≤ j ≤ m. Thegeneralised Ramanujan conjecture(GRC) forπ (or
L(s,π)) is the assertion that for allp ∤ qπ we have|απ( j, p)| = 1, for j = 1, . . . ,m, and|απ( j, p)| < 1
otherwise. AnyL(s,π) is called aprincipal L-function of GLm(AQ). It is conjectured that GRC
holds for all principalL-functions.

Associated toπ is its contragredient, which itself is an automorphic representation. The set
of local parameters for̃π coincides with the set of complex conjugates of local parameters forπ.
So {απ̃( j, p)} = {απ( j, p)}. A representationπ is calledself-dualif {απ̃( j, p)} = {απ( j, p)}. For a
self-dualπ the coefficients of the Dirichlet series representation ofL(s,π) are real.

We set

aπ(p
ℓ) =

m
∑

j=1

απ( j, p)ℓ.

If n is not a perfect square we defineaπ(n) = 0. We postulate the following hypothesis regarding
the average values ofΛ(n)|aπ(n)|2 over short intervals, whereΛ(n) is the von Mangoldt function.

Hypothesis 1.1.There is anǫπ > 0 such that
∑

X<n≤X+Y

Λ(n)|aπ(n)|2 ≪π Y,

whenever Y≥ X1−ǫπ .

The above hypothesis states that the average size ofΛ(n)|aπ(n)|2 stays bounded over intervals of
lengthY ≥ X1−ǫπ . Hypothesis 1.1 is expected to be true for all automorphic representationsπ. In
fact, under the assumption of GRC we have

∑

X<n≤X+Y

Λ(n)|aπ(n)|2 ≤ m2 (ψ(X + Y) − ψ(X)) ,

whereψ(X) is the classical Chebyshev function. From the Brun–Titchmarch inequality (see [8,
Theorem 6.6]) and the prime number theorem we can conclude that

ψ(X + Y) − ψ(X) ≪ Y

for Y ≥ Xθ with θ > 1/2, which establishes Hypothesis 1.1 for any 0< ǫπ < 1/2.
TheRankin–Selberg L-function L(s,π × π′) associated to automorphic representationsπ andπ′

of GLm(AQ) and GLm′(AQ) is given by the local factors at primesp. We have

L(s,π × π′) =
∏

p

L(s,πp × π
′
p),

where, forℜ(s) > 1,

L(s,πp × π
′
p) =

∏

j,k
1≤ j≤m
1≤k≤m′

(

1−
απ×π′( j, k, p)

ps

)−1

.
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If p ∤ (qπ, qπ′) we haveαπ×π′( j, k, p) = απ( j, p)απ′(k, p), whereαπ(p, j) andαπ′(p, j) denote the
local parameters associated toπ andπ′ (see [2, p. 1460]). We also set

aπ×π′(p
ℓ) =

m
∑

j=1

m′
∑

k=1

απ×π′( j, k, p)ℓ

and note that
aπ×π′(p

ℓ) = aπ(p
ℓ)aπ′(p

ℓ),

if p ∤ (qπ, qπ′). The archimedean local factorL(s,π∞ × π′∞) is defined by

L(s,π∞ × π
′
∞) =

∏

j,k
1≤ j≤m
1≤k≤m′

ΓR(s+ µπ×π′( j, k)),

whereΓR(s) = π−s/2
Γ(s/2) andµπ×π′( j, k) are complex numbers. We suppose that the central

characters ofπ andπ′ are trivial on the product of positive reals when embedded diagonally into
the archimedean places of the ideles. Then it is known that the completedL-function

Φ(s,π × π′) = L(s,π∞ × π
′
∞)L(s,π × π′)

is entire unlessπ′ = π̃ in which case it has simple poles ats = 0 ands = 1. The completed
L-functionΦ(s,π) satisfies the functional equation

Φ(s,π × π′) = τ(π × π′)q−s
π×π′Φ(1− s, π̃ × π̃′), (1.2)

where the integerqπ×π′ > 0 is theconductorof π × π′, andτ(π × π′), the so-calledroot number, is
a complex number of absolute value 1. We also define the conductor ofΦ(s,π × π′) to be

Qπ×π′ = qπ×π′
∏

j,k
1≤ j≤m
1≤k≤m′

(|µ( j, k)| + 2).

For more information on automorphicL-functions see [8, Section 5.12] and references therein.
We set

Nπ×π′(σ,T) = # {ρ = β + iγ; L(ρ,π × π′) = 0, β ≥ σ, |γ| ≤ T} .

Our main result is the following.

Theorem 1.2.Assume that Hypothesis 1.1 holds forπ andπ′ and that either m,m′ ≤ 2 or at least
one ofπ andπ′ is self-dual. Then there exist positive constants c and T0 (depending onπ andπ′)
such that for any T≥ T0 ≥ max{3,Qπ×π′} we have

Nπ×π′(σ,T) ≤ Tc(1−σ)

uniformly for0 ≤ σ ≤ 1.

Theorem 1.2 generalises Fogels’ log-free zero-density theorem [5] for DirichletL-functions. A
log-free zero-density estimate for DirichletL-functions (in a range different from Fogels’) was
first developed by Linnik in the proof of his celebrated theorem on the least prime in an arithmetic
progression and strengthened later by Selberg and others. See [9] for later developments in log-
free estimates in the classical setting. There are also analogues of Theorem 1.2 for automorphic
L-functions in the level aspect due to Kowalski and Michel [11].
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Remarks 1.3. (i) In [13, Theorem 2.3]it is proved that for a self-dualπ there exists a constant
c > 0 such that

∑

n≤X

Λ(n)|aπ(n)|2 = X +O
(

X exp(−c
√

logX)
)

.

This implies the existence of a positive constant c′ such that
∑

X<n≤X+Y

Λ(n)|aπ(n)|2 ∼ Y, (1.3)

for Y ≥ X exp(−c′
√

logX) as X→ ∞. Note that this does not imply Hypothesis 1.1. It does not
appear that one can remove the condition in Theorem 1.2 by employing (1.3) over the longer range
Y ≥ X exp(−c′

√

logX).
(ii) The self-dual condition in Theorem 1.2 is necessary to ensure the existence of a standard

zero-free region (see Lemma 2.5).

We describe some applications of Theorem 1.2 to the distribution of the valuesaπ(p) =
∑m

j=1 α j(p)
in short intervals. These applications resemble the prime number theorem over short intervals
which was proved by Hoheisel in 1930. Hoheisel showed that there exists a constantθ ≤ 32999

33000 for
which

π(X + Xθ) − π(X) ∼
Xθ

logX
,

asX → ∞, whereπ(X) denotes the prime counting function. The bound onθ has been improved
by several authors; the best bound, due to Huxley [20], namely θ ≤ 7/12+ ǫ. Hoheisel’s proof
was accomplished by employing the explicit formula for the Riemann zeta-functionζ(s), a non-
standard zero-free regionin the formσ ≥ 1− Alog logt/log t, first found by Littlewood (see [21,
Theorem 5.17]), and a zero-density estimate involving log powers (see [21, Theorem 9.18]).

For a generalL-functionL(s) for which logL(s) has a Dirichlet series representation forℜ(s) >
1, we can define, analogous to the Chebyshev functionψ(X),

ψL(X) =
∑

n≤X

ΛL(n),

where−L′(s)/L(s) =
∑∞

n=1ΛL(n)/ns for ℜ(s) > 1. Moreover we say thatL(s) has astandard
zero-free regionif we can find positive constantsA andt0 such that

L(s) , 0, wheneverσ > 1−
A

log t
andt > t0.

In [14] Moreno proved that for a Dirichlet seriesL(s) with an appropriate explicit formula and a
standardzero-free region one could establish a lower bound forψL(X+Y)− ψL(X), for Y ≥ X1−ǫL ,
provided thatL(s) satisfies alog-free zero-density estimate. Inspired by Moreno’s observation
we established the log-free estimate of Theorem 1.2 which isapplicable for a large class of auto-
morphicL-functions. Thus we can apply Moreno’s theorem to theseL-functions. By employing
properties of Rankin–SelbergL-functions and the Tauberian theorem of Wiener–Ikehara we can
prove

ψπ×π̃(X) =
∑

n≤X

Λ(n)aπ×π̃(n) ∼ X, (1.4)

as X → ∞. This can be considered as the prime number theorem forL(s,π × π̃). (Hereπ is
not necessarily self-dual.) As a consequence of our log-free zero-density estimate we prove the
following short-interval version of (1.4).
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Theorem 1.4. Suppose that the self-dual automorphic representationπ satisfies Hypothesis 1.1.
Then there is aνπ with 0 < νπ < 1 such that for allθ > νπ,

ψπ×π̃(X + Y) − ψπ×π̃(X) ≍π Y,

whenever Y≥ Xθ.

The following result is a direct consequence of Theorem 1.4 and GRC.

Corollary 1.5. Under the assumption of GRC for a self-dualπ, there is aνπ with 0 < νπ < 1 such
that for all θ > νπ,

∑

X<n≤X+Y

Λ(n)|aπ(n)|2 ≍π Y,

and
∑

X<p≤X+Y

(log p)|aπ(p)|2 ≍π Y,

whenever Y≥ Xθ.

We next describe an application of Theorem 1.4 in studying the non-lacunarity of the sequence
(aπ(p)) wherep ranges over primes. This problem has classical roots. LetL(s,∆) =

∑∞
n=1

τ(n)
ns be

the Dirichlet series associated to the discriminant function

∆(z) = e2πiz
∞

∏

n=1

(1− e2πinz)24
=

∞
∑

n=1

τ(n)e2πinz,

wherez is chosen in the upper half-plane. The coefficient τ(n) is the Ramanujanτ-function. We
know that∆(z) is a cusp form of weight 12 and level 1, whenceL(s,∆) is an automorphicL-
function for GL2(AQ). More specificallyaπ∆(p) = τ(p), whereπ∆ is the automorphic representation
associated to∆(z). A celebrated conjecture of Lehmer states thatτ(n) , 0 for all positive integers
n. Serre [18, Corollary 2, p. 174] has shown that forx ≥ 2 and for anyη < 1/2, we have

#{p ≤ x : τ(p) = 0} ≪
x

log1+η x
.

Sinceτ(n) is multiplicative, as a consequence of this result, Serre [19, p. 179, Example 2] proved
thatτ(n) is non-zero on a set of positive density. A sequence (a(n)) is said to benon-lacunaryif
the set{n; a(n) , 0} has positive density. More generally, Serre [19, Theorem 16] proved that the
set of the Fourier coefficients of a non-CM modular form of weightk ≥ 2, levelN, and character
χ, that is a normalised eigenform for the Hecke operators, is non-lacunary.

For the coefficientsbf (n) of a modular formf , 0 of weightk, levelN, and characterχ one can
also study the non-lacunarity of (bf (n))n≥1 by considering the function

i f (n) := max{i ≥ 0; bf (n+ k) = 0 for all 0< k ≤ i}.

In [19, p. 183] Serre proposed this function and proved that if f (z) is a cusp form of weightk ≥ 2
that is not a linear combination of forms with complex multiplication, then

i f (n) ≪ n. (1.5)

By employing the asymptotic
∑

n≤X

|bf (n)|2n1−k
= C f X +O(X3/5),
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which is a classical result of Rankin and Selberg, one can improve (1.5) toi f (n) ≪ n3/5. In [1],
Balog and Ono studied the non-vanishing ofbf (n) over short intervals, and, consequently, they
provedi f (n) ≪ f ,θ nθ for θ > 17/41. The exponent 17/41 in this theorem was improved to 7/17 in
[12, Corollary 1, p. 299].

We can also consider analogous problems for the sequence (bf (p)) wherep ranges over primes.
Here we study this problem in the context of automorphicL-functions.

For a principalL-functionL(s,π), a prime variablep and a real variablex with x > p, let

Jπ(p, x) := #{primeq; aπ(q) = 0 for all p < q ≤ x}

and define
jπ(p) = max

x; x>p
Jπ(p, x)}.

We are interested in finding a non-trivial upper bound forjπ(p). Under the assumption of GRC
for a self-dualπ we can deduce from (1.3) that

#{p; X < p ≤ X + Y andaπ(p) , 0} ≫
Y

logX
,

provided thatY ≥ X exp(−c′
√

log x) for a suitablec′ > 0. This implies that

jπ(p) ≪π pexp(−c′
√

log p). (1.6)

We prove the following refinement of (1.6).

Theorem 1.6. Under the assumption of GRC for a self-dualπ, there is aνπ with 0 < νπ < 1 such
that forθ > νπ and Y≥ Xθ we have

#{p; X < p ≤ X + Y andaπ(p) , 0} ≫π,θ
Y

logX
.

Moreover, we have
jπ(p) ≪π,θ pθ.

Observe that in the case in whichπ is associated to a cusp newformf (z) thenaπ(p) = bf (p) (the
p-th Fourier coefficient of f (z)). It is known that if f (z) is of CM-type then the set of primesp with
bf (p) , 0 has densityδ = 1/2 ([16, p. 253]). If f (z) is not of CM-type then a conjecture of Lang
and Trotter ([16, p. 253]) predicts thatδ = 1. In fact for non-CM forms of weight≥ 4, Atkin and
Serre [18, p. 244] conjectured that

|bf (p)| ≫ǫ p
k−3
2 −ǫ

for anyǫ > 0, and thusbf (p) , 0 always. Theorem 1.6 provides information on the non-lacunarity
of the sequence (bf (p)).

Corollary 1.7. Suppose that f(z) =
∑∞

n=1 bf (n)e2πinz is a cusp newform of integer weight k≥ 2,
level N, and characterχ. Then there exists0 < ν f < 1 such that forθ > ν f and Y≥ Xθ we have

#{X < p ≤ X + Y; bf (p) , 0} ≫ f ,θ
Y

logX
.

In particular
j f (p) ≪ f ,θ pθ.
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More specifically this corollary has the following consequence related to Lehmer’s conjecture.
There is a constantθ with 0 < θ < 1 such that

#{X < p ≤ X + Xθ; τ(p) , 0} ≫θ

Xθ

logX
. (1.7)

In [14], Moreno proved (1.7) under the assumptions thatL(s,π∆ × π∆) satisfies a suitable explicit
formula, a certain zero-free region, a specific upper bound for the number of its zeroes in a box,
and a log-free zero-density estimate. Moreno calls the collection of these four assumptions the
Hoheisel property ofL(s,π∆ × π∆).

The structure of the paper is as follows. In Section 2 we proveseveral preparatory lemmas.
The proof of our main log-free density result (Theorem 1.2) follows closely the proof of the main
theorem of [5], which itself is based on Turán’s power-sum method. In Section 3 we describe this
method as stated by Fogels in his pole detection lemma (Lemma3.1). Section 4 is dedicated to
a detailed proof of Theorem 1.2. Hypothesis 1.1 plays a crucial role in applying the power-sum
method in the proof of Theorem 1.2. In the final section we prove Theorems 1.4 and 1.6 and their
corollaries. The proof of Theorem 1.4 is an adaptation of theproof of Hoheisel’s theorem to the
case of automorphicL-functions. One important new feature is an application of arecent version
of Perron’s formula proved by Liu and Ye [13], which admits the use of Hypothesis 1.1, which is
weaker than GRC, instead of GRC itself.

Notation 1.8. For two functions f(x) and g(x) , 0, we use the notation f(x) = O(g(x)) for x ∈ X,
or alternatively f(x) ≪ g(x) for x ∈ X (where the set X is specified either explicitly or implicitly),
if | f (x)/g(x)| is bounded on X. We use the notation f(x) ≍ g(x) if f (x) ≪ g(x) and g(x) ≪ f (x).
Sometimes we write f(x) ≪t g(x) or f (x) ≍t g(x) when the implicit constants depend on the
parameter t.

2. Preliminaries

It is known thats(1 − s)Φ(s,π × π′) = s(1 − s)L(s,π∞ × π′∞)L(s,π × π′) is an entire function
of order one and moreover it has infinitely many zeroes. Thus,by the Hadamard factorization
theorem, it may be written as an infinite product over its zeroes. We denote a zero ofL(s,π × π′)
by ρπ×π′ . We callρπ×π′ a trivial zero if 0, ρπ×π′ = −2n− µπ×π′( j, k) for some non-negative integer
n, 1≤ j ≤ m, and 1≤ k ≤ m′. The functional equation (1.2) shows that all other zeroes are located
in the critical strip 0≤ ℜ(s) ≤ 1. We know that

logp |απ×π̃( j, k, p)| and|ℜ(µπ×π′( j, k))| ≤ 1−
1

m2 + 1
−

1
(m′)2 + 1

, (2.1)

(see [2, formulas (4) and (6)]). This shows that the number ofthe trivial zeroes in the critical strip
is finite. In the rest of the paper we useρ for a zero (trivial or non-trivial) ofL(s,π × π′). We
denote the collection of zeroes (including multiplicity) of L(s,π × π′) by Zπ×π′ . We also note that
by employing the bound (2.1) forαπ×π̃( j, k, p) we can deduce, under the assumption of Hypothesis
1.1, that there existsǫπ′ such that

∑

X≤n≤X+Y

Λ(n)|aπ×π̃(n)| ≪π Y

wheneverY ≥ X1−ǫπ′ . Note thataπ×π̃(n) = |aπ(n)|2 except for finitely many primes.
In the following two lemmas we summarise some basic properties ofL(s,π × π′) and its zeroes.
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Lemma 2.1. Let

Nπ×π′(T) = #{ρ = β + iγ; Lπ×π′(ρ) = 0 and|γ| ≤ T}

denote the zero-counting function of L(s,π × π′).
(a) Let T> 2. Then

Nπ×π′(T + 1)− Nπ×π′(T) ≪ log (Qπ×π′T)

and

Nπ×π′(T) ≪ T log (Qπ×π′T).

(b) Let s= σ+ it with −1/(m2
+1)−1/((m′)2

+1) ≤ σ ≤ 2. If s < Zπ×π′ and also s, 0, 1 if π′ = π̃,
then

L′

L
(s,π × π′) +

r0

s
+

r0

s− 1
−

∑

ρ
|s−ρ|<1

1
s− ρ

≪ logQπ×π′(|t| + 2), (2.2)

where r0 = 0 if π′ , π̃ and r0 = 1 if π′ = π̃. The terms in the sum in (2.2) are repeated according
to the multiplicity ofρ.

Proof. The proofs are standard, and analogous to the classical proofs for Dirichlet L-functions.
See [8, Theorem 5.8] and [8, Theorem 5.7 (b)] for details. �

Lemma 2.2. (a) For 1 < σ ≤ 2 we have

∞
∑

n=1

Λ(n)|aπ(n)|2

nσ
≪

1
σ − 1

.

(b) For X > 1 we have
∑

n≤X

Λ(n)|aπ(n)|2

n
≪ logX.

Proof. See [13, (6.4)] for a proof of (a). The bound in (b) is a consequence of (1.4) and partial
summation. �

The next two lemmas show thatL(s,π × π′) has the necessary properties for application of
Turán’s power-sum method (see Lemma 3.1). The first result is a version of Linnik’s “density
lemma” ([17, p. 331]) forL(s,π × π′).

Lemma 2.3(Density Lemma). For t0 ∈ R and r > 0 let ν(t0, r,π × π′) be the number of zeroes of
L(s,π × π′) lying in the disk G(t0, r) = {s ∈ C; |s− (1+ it0)| ≤ r}. Then for1/ logQπ×π′(|t0| + 2)≪
r ≤ 2 we have

ν(t0, r,π × π
′)≪ r logQπ×π′(|t0| + 2).

Proof. The lemma follows at once from part (a) of Lemma 2.1 wheneverr ≫ 1. Accordingly
chooser < 1

2, whence the region|s− (1 + it0)| ≤ r does not include the origin. Now we take the
real part ofL

′

L (s,π× π′) in (2.2) and use the fact thataπ×π′(n) = aπ(n)aπ′(n) for (qπ, qπ′) = 1. Then,
8



by part (a) of Lemma 2.2 and the Cauchy–Schwartz inequality,we have that

ℜ

(

L′

L
(s,π × π′)

)

≤

∣

∣

∣

∣

∣

L′

L
(s,π × π′)

∣

∣

∣

∣

∣

≤
∑

p|(qπ,qπ′ )
j,k

|απ×π′( j, k, p)| log p
|ps− απ×π′( j, k, p)|

+

∞
∑

n=1
(n,(qπ,qπ′ ))=1

Λ(n)|aπ(n)||aπ′(n)|
nσ

≪ 1+















∞
∑

n=1

Λ(n)|aπ(n)|2

nσ















1/2 













∞
∑

n=1

Λ(n)|aπ′(n)|
2

nσ















1/2

≪
1

σ − 1
,

when 1< σ ≤ 2. By employing this inequality whens0 = 1+ r + it0, we can write (2.2) as

ℜ



























∑

ρ
|s0−ρ|<1

1
s0 − ρ



























≪
1
r
+ logQπ×π′(|t0| + 2). (2.3)

It is easy to show that each of the summands in (2.3) is non-negative, indeed it follows that

ℜ



























∑

ρ
|s0−ρ|<1

1
s0 − ρ



























≥ ℜ

















∑

ρ∈G(t0,r)

1
s0 − ρ

















≥ ν(t0, r,π × π
′) min
ρ∈G(t0,r)

ℜ(s0 − ρ)
|s0 − ρ|2

, (2.4)

where in the first inequality we used the fact thatr < 1/2. Now observe that ifρ = β + iγ, then,
sinceρ ∈ G(t0, r),

ℜ(s0 − ρ)
|s0 − ρ|2

=
1+ r − β

(r + 1− β)2 + (t0 − γ)2
≥

1− β
2r2 + 2r(1− β)

=
1
2r
.

Thus (2.3) and (2.4) show that

ν(t0, r,π × π
′) ≪ 1+ r logQπ×π′(|t0| + 2).

The lemma follows upon takingr ≫ 1/ logQπ×π′(|t0| + 2). �

Lemma 2.4. Let 0 < θ0 ≤ 1 and suppose that L(s,π × π′) has zeroesρ = β + iγ in the half plane
σ > 1− θ0. Then, for any real t0, and for s in the disk|s− (1+ it0)| < θ0/2, we have

L′

L
(s,π × π′) +

r0

s
+

r0

s− 1
−

∑

ρ
|ρ−(1+it0)|<θ0

1
s− ρ

≪ logQπ×π′(|t0| + 2). (2.5)

Here r0 = 0 if π′ , π̃ and r0 = 1 if π′ = π̃.

Proof. Let s be fixed in the disk|s− (1+ it0)| < θ0/2. Recall from (2.2) that

L′

L
(s,π × π′) +

r0

s
+

r0

s− 1
=

∑

ρ
|s−ρ|<3θ0/2

1
s− ρ

+O
(

logQπ×π′(|t| + 2)
)

. (2.6)

Note that
∑

ρ
|s−ρ|<3θ0/2

1
s− ρ

=

∑

ρ
|s−ρ|<3θ0/2
|ρ−(1+it0)|<θ0

1
s− ρ

+

∑

ρ
|s−ρ|<3θ0/2

θ0≤|ρ−(1+it0)|<2θ0

1
s− ρ

. (2.7)
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Given that (2.6) is sought for|s− (1 + it0)| < θ0/2 it follows that |t| ≤ |t0| + θ0/2 and also, in the
second sum on the right-hand side of (2.7),|s− ρ| > θ0/2. Thus|s− ρ| is bounded away from zero
and each of its summands isO(1) and moreover, by Lemma 2.3, there are≪ logQπ×π′(|t0| + 2)
summands. This proves (2.5). �

The next lemma establishes a standard zero-free region forL(s,π×π′) under certain conditions.

Lemma 2.5(Zero-free Region). Suppose that m= m′ = 2 or at least one ofπ or π′ is self-dual.
Then there exists a constant c0 > 0, depending only on m and m′, such that in the region

σ > 1−
c0

logQπ×π′(|t| + 2)

we have L(s,π × π′) , 0 with at most one simple real exceptional zeroβ0 < 1. For this realβ0 to
exist, it is necessary that bothπ andπ′ be self-dual.

Proof. See [8, Theorem 5.44 (1)], [15, Theorem 3.3], and [6, p. 92]. �

ForV distinct real numbersw1 < w2 < · · · < wV, set

S(m, n) =
∑

1≤ j≤V

(m
n

)iw j

. (2.8)

Estimating the size ofS(m, n) for certain values ofwj is important in the proof of Theorem 1.2.
We also introduce the closely related sum

g(µ, n) =
∑

1≤ j≤V

eiw j (µ−logn), (2.9)

whereµ is a real parameter. It is useful to record the following two lemmas regardingS(m, n) and
g(µ, n).

Lemma 2.6. Suppose that for a positive integer m there exists a real number µm such that

| logm− µm| ≪ Vδ−1 andg(µm, n) ≤ Vδ,

where0 ≤ δ < 1 and V> 0. Then we have S(m, n) ≪ Vδ.

Proof. If c is the implied constant in| logm− µm| ≪ Vδ−1 and|θm| ≤ 1 is the real number such that
logm= µm+ cθmVδ−1, then

S(m, n) =
∑

1≤ j≤V

exp{iw j[µm + cθmVδ−1 − logn]}

=

∑

1≤ j≤V

exp{iw j[µm − logn]} +O

















∑

1≤ j≤V

Vδ−1

















≪ Vδ.

�

Lemma 2.7. Let T andλ be real numbers and let c′ be a fixed positive constant. Let0 < w1 <

w2 < · · · < wV ≤ 2T be real numbers such that each wi is an integer multiple of c′/ logT, and for
each wi there is an integer m such that wi ∈ [ mλ

logT ,
(m+1)λ
logT ]. Suppose that V≪ min{ecλ logT, log2 T}

for some positive constant c, where V is the number of wi ’s in the interval[0, 2T]. Then, for any
0 ≤ δ < 1, we have

meas{µ ∈ [µ1, µ2]; |g(µ, n)| > Vδ} ≪ V1−2δ(µ2 − µ1 + ecλ logT),

wheremeas denotes the Lebesgue measure.
10



Proof. We have
∫ µ2

µ1

|g(µ)|2 dµ =

∫ µ2

µ1

∑

1≤ j, j′≤V

ei(wj−wj′ )(µ−logn) dµ

=

∫ µ1−logn

µ1−logn

∑

1≤ j, j′≤V

ei(wj−wj′ )φ dφ

≪
∑

1≤ j≤V

(µ2 − µ1) +
∑

1≤ j, j′≤V
j, j′

1
|wj − wj′ |

≪ V(µ2 − µ1) +
∑

1≤ j′≤V
j> j′

1
wj − wj′

. (2.10)

One may estimate the final sum in (2.10) using Stieltjes integrals, whence
∑

j> j′

1
wj − wj′

≪ logT

([

log2 u
u

]∞

1

+ ecλ

∫ ∞

1

logu
u2

du

)

≪ ecλ logT.

(Note thatV ≪ min{ecλ logT, log2 T}.) Thus (2.10) shows that
∫ µ2

µ1
|g(µ)|2 dµ ≪ V(µ2 − µ1 +

ecλ logT) and the lemma follows. �

3. Fogels’ pole detection lemma

In this section we describe a fundamental lemma in Fogels’ method of establishing log-free
zero-density estimates. The lemma itself is based on Turán’s power-sum method.

Let D > 2, 0< θ0 ≤ 1, andc0 > 0. Let F(s) be a meromorphic function defined onσ > 1− θ0

with simple polesρ = β + iγ of positive residuemρ which lie in 1− θ0 < σ ≤ 1 and possibly a
simple pole of residue−1 ats= 1. Moreover assume the truth of the following two statementsfor
F(s).

(i) If ν(t0, r, F) denotes the number of poles ofF(s) in the disk|s− (1+ t0)| ≤ r, then

ν(t0, r, F)≪ r logD(|t0| + 2), (3.1)

wherec0/ logD(|t0| + 2) ≤ r ≤ θ0.
(ii) For any realt0 we have

F(s) +
r0

s− 1
−

∑

ρ
|ρ−(1+it0)|<θ0

mρ

s− ρ
≪ logD(|t0| + 2), (3.2)

for |s− (1+ it0)| < θ0/2, wherer0 = 1 if F(s) has a pole ats= 1 andr0 = 0 otherwise.
Forλ ∈ [0, logD] and−D ≤ t0 ≤ D we consider the square

S(λ, t0,D) = {s= σ + it; 1− λ/ logD ≤ σ ≤ 1, |t − t0| ≤ λ/2 logD}.

Forc0 ≤ λ ≤ logD, setA = λ−1 logD. Also for an integerk ≥ 2, and realτ, we define

J(τ, k,A) = −
1

2πi

∫ 2+i∞

2−i∞

(

e3As− eAs

2As

)k

F(1+ s+ iτ) ds. (3.3)

Under the above conditions Fogels proved the following lemma.
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Lemma 3.1(Fogels).There are positive constants E, c1 (≤ θ0), b0, and an integer k≥ 2 such that
for λ ∈ [c0, c1 logD], if there is a pole of F(s) in S(λ, t0,D), then for allτ ∈ [t0 − λ/2 logD, t0 +
λ/2 logD] we have

|J(τ, k, λ−1 logD)| > e−b0λ,

as long as|t0| ≥ Eλ/ logD. Moreoverα2λ ≤ k < (α1 + α2)λ, whereα1 > 1 is an appropriate
constant andα2 ≥ α

2
1 can be chosen arbitrarily. The constant c1 depends onθ0 and the constant b0

may depend onα1 andα2.

Proof. See [4, Lemma 16] and [5, Section 6, p. 75]. �

Note that in Lemma 3.1α2 can be chosen arbitrarily large. We shall exploit this fact when we
use Hypothesis 1.1 in the proof of Theorem 1.2.

4. Proof of the log-free density theorem

4.1. Basic set up. We shall prove the following equivalent version of Theorem 1.2 by following
closely the method devised by Fogels in [5].

Theorem 1.2Assume that Hypothesis 1.1 holds forπ andπ′ and that either m,m′ ≤ 2 or at least
one ofπ andπ′ is self-dual. Then there exist positive constants c and T0 (depending onπ andπ′)
such that for any T≥ T0 ≥ max{3,Qπ×π′} andλ ∈ [0, logT], we have

Nπ×π′(1− λ/ logT,T) ≤ ecλ.

We start by considering

G(s) =
∏

p|(qπ,qπ′ )

∏

j,k
1≤ j≤m
1≤k≤m′

(

1−
απ×π′( j, k, p)

ps

)

L(s,π × π′).

We observe thatNπ×π′(σ,T) ≤ NG(σ,T), whence the result follows by showing thatNG(1 −
λ/ logT,T) ≤ ecλ, for a suitable positivec.

We continue by boundingNG(1− λ/ logT,T), the number of zeroes ofG(s) in the rectangle

R(λ,T) = {s= σ + it : 1− λ/ logT ≤ σ ≤ 1, −T ≤ t ≤ T},

by coveringR(λ,T) with squares

S(λ, t0,T) = {s= σ + it : 1− λ/ logT ≤ σ ≤ 1, |t − t0| ≤ λ/2 logT},

and applying Lemma 3.1 to each squareS(λ, t0,T) with sufficiently larget0.

4.2. Application of Fogels’ lemma. First, note that the poles ofG′

G (s) occur at the zeroes ofG(s)
and possibly ats = 1. Moreover the poles ats , 1 have positive residues and the possible pole at
s= 1 has residue−1. By Lemmas 2.3 and 2.4,G′

G (s) satisfies (3.1) and (3.2) if (qπ, qπ′) = 1. Using
the explicit expression for zeroes of

∏

p|(qπ,qπ′ )

∏

j,k
1≤ j≤m
1≤k≤m′

(

1−
απ×π′( j, k, p)

ps

)

we can show results analogous to Lemma 2.1 hold forG and therefore results analogous to Lemmas
2.3 and 2.4 also hold. HenceG

′

G (s) is suitable for the application of Fogels’ lemma. Second, by
adjusting the constant in the zero-free region obtained in Lemma 2.5 we can find a constantc0 such
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thatNG(1−c0/ logT,T) ≤ 1 for T ≥ Qπ×π′ . Therefore we can apply Lemma 3.1 withF(s) = G′

G (s),
c0, D = T, θ0 = 1, an appropriateα1, andα2 ≥ max{α2

1, 2/ǫπ, 2/ǫπ′}. Hence there are positive
constantsc1 ≤ 1, b0 (depending only onα1 andα2), and an integerk ≥ 2 (α2 ≤ kλ−1 < α1 + α2)
such that forλ ∈ [c0, c1 logT] we have

|J(τ, k, λ−1 logT | > e−b0λ, (4.1)

whenever the squareS(λ, t0,T) contains a zero ofG(s) and|t0| > Eλ/ logT. (Recall thatE is given
in Lemma 3.1 andτ is any number in the interval [t0−λ/2 logT, t0+λ/2 logT].) Note that ifλ < c0

we haveNG(1− λ/ logT,T) ≤ 1. Also, if λ > c1 logT by Lemma 2.1(a) the theorem follows since

NG(1− λ/ logT,T) ≪ T2 ≪ e(2/c1)λ,

for T sufficiently large. Henceforth in order to prove Theorem 1.2 we only need to assume that
λ ∈ [c0, c1 logT].

Next we observe that

R(λ,T) =
⋃

0≤m≤[2T logT/λ]

S(λ, tm,T), wheretm = −T + (m+ 1/2)λ/ logT.

Note thattm = −T+ (m+ 1
2)λ/ logT the midpoints on the squares are, where 0≤ m≤ [2T logT/λ].

Select a numberτ ∈ [tm − λ/2 logT, tm + λ/2 logT] from each squareS(λ, tm,T) to act as the
representative of that square. More precisely choose a representativeτ that differs from−T by an
integer multiple ofc′/ logT, wherec′ < c0 is a sufficiently small constant (the size of which will
be specified later). On each square with|tm| > Eλ/ logT that contains a zero ofG(s) the result
(4.1) now applies.

Now consider all the values ofk that appear in the squaresS(λ, tm,T) with |tm| > Eλ/ logT after
application of Lemma 3.1. Letk0 be the most frequently occurring value ofk (or one of the most
frequently occurring values) in (4.1), and supposek0 appearsV times. Then theτ’s chosen from
the boxes in whichk0 appears can be denoted by

τ j = −T + wj , 1 ≤ j ≤ V. (4.2)

It is now relatively easy to estimate the total number of zeroes inR(λ,T). By Lemma 2.3, the
number of zeroes in a single boxS(λ, tm,T) is ≪ λ

logT logT(|tm| + 2) ≪ λ. There are finitely
many boxesS(λ, tm,T) for which |tm| ≤ Eλ/ logT, so the total number of zeroes in such boxes is
bounded byλ. For boxes for which|tm| > Eλ/ logT, there areV boxes in whichk0 appears. Since
the number of choices ofk is≪ λ (recall thatα2 < kλ−1 < α1 + α2) then

NG(1− λ/ logT,T) ≪ λ + λ2V. (4.3)

We next find an estimation forV.

4.3. An estimate onV. Forσ > 1

−
G′

G
(s) =

∞
∑

n=1

Λ(n)aG(n)
ns

,

where

aG(n) =

{

aπ(n)aπ′(n) if (n, (qπ, qπ′)) = 1,
0 otherwise.
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This, together with (3.3), shows that

J(τ, k,A) =
∞
∑

n=1

Λ(n)aG(n)
n1+iτ

R(n, k,A),

where

R(n, k,A) =
1

2πi

∫ 2+i∞

2−i∞

(

e3As− eAs

2As

)k

n−s ds.

(Recall thatA = λ−1 logT.) From [4, Lemma 17] we know that

|R(n, k,A)| ≤















ec2k/A if ekA < n < e3kA,

0 otherwise,
(4.4)

wherec2 > 1. After settingB = k0λ
−1 it follows from (4.1) that, fork0 andτ j (1 ≤ j ≤ V) defined

above,
∣

∣

∣

∣

∣

∑

TB<n<T3B

Λ(n)aG(n)R(n, k0,A)
n1+iτ j

∣

∣

∣

∣

∣

> e−b0λ,

whence
∑

1≤ j≤V

∣

∣

∣

∣

∣

∣

∣

∑

TB<n<T3B

Λ(n)aG(n)R(n, k0,A)
n1+iτ j

∣

∣

∣

∣

∣

∣

∣

> Ve−b0λ.

An application of the Cauchy–Schwartz inequality and the invocation of (4.2) show that

V ≤ e2b0λ
∑

TB<n<T3B

Λ(n)aG(n)R(n, k0,A)
n1−iT

∑

TB<m<T3B

Λ(m)aG(m) R(m, k0,A)
m1+iT

∑

1≤ j≤V

(m
n

)iw j

≤ 2e2b0λ
∑

TB<n≤m<T3B

Λ(n)Λ(m)|aG(n)aG(m)||R(n, k0,A)R(m, k0,A)|
nm

∣

∣

∣

∣

∣

∑

1≤ j≤V

(m
n

)iw j
∣

∣

∣

∣

∣

.

By employing the bound (4.4) in the above inequality we deduce that

V ≤
λ2ec3λ

log2 T

∑

TB<n≤m<T3B

Λ(n)Λ(m)|aG(n)||aG(m)|
nm

∣

∣

∣

∣

∣

∑

1≤ j≤V

(m
n

)iw j
∣

∣

∣

∣

∣

. (4.5)

In (4.5) the numberswj run overV terms (those corresponding to the integerk0). If instead thewj ’s
are allowed to run overall integer multiples ofc′/ logT less than 2T then the final sum in (4.5) is
a geometric progression.

For a fixedn ∈ (TB,T3B), write m
n = eµ, where 0≤ µ < 2B logT. Write

Mℓ =

{

µ;
ℓ

2T
≤ µ <

(ℓ + 1)
2T

}

, 0 ≤ ℓ ≪ T logT,

so that the union of theMℓ’s covers all possible sums arising in (4.5). Certainly the contribution to
the sum

∑

1≤ j≤V(m/n)iw j from the intervalM0 is≪ T logT. Forℓ , 0 we use the estimate

∑

n≤N

einφ ≪
1

min{φ, 2π − φ}
, (4.6)
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for 0 < φ < 2π. Recall thatwj = jc′/ logT for 1 ≤ j ≪ T logT and thatc′ has to be smaller
thanc0. If, in addition,c′ is sufficiently small to ensure thatc

′

logT 2B logT < π, then it follows that

w1µ <
c′

logT 2B logT < π. Therefore one may use (4.6) to show that

∑

1≤ j≤V

(m
n

)iw j

=

∑

1≤ j≤V

e
iµ jc′

logT ≪

(

c′

logT
ℓ

2T

)−1

≪
T logT

ℓ
. (4.7)

Now if m/n = eµ ∈ Mℓ then neℓ/2T ≤ m < neℓ/2Te1/2T , so thatm is in the intervalMℓ =

[xℓ, xℓ exp(1/2T)), wherexℓ = neℓ/2T . We observe that sinceB ≥ α2 ≥ max{2/ǫπ, 2/ǫπ′} then

xℓ(e
1/2T − 1) ≥

xℓ
2T
≥ max{x1−ǫπ

ℓ
, x1−ǫ

π
′

ℓ
}

and thus, by the Cauchy–Schwartz inequality, Hypothesis 1.1 for π andπ′ may be applied to show
that

∑

m∈Mℓ

Λ(m)|aG(m)|
m

≤















∑

m∈Mℓ

Λ(m)|aπ(m)|2

m















1/2 













∑

m∈Mℓ

Λ(m)|aπ′(m)|2

m















1/2

≪ T−1,

whence, by (4.7)

∑

m∈Mℓ

Λ(m)|aG(m)|
m

∣

∣

∣

∣

∣

∑

1≤ j≤V

(m
n

)iw j
∣

∣

∣

∣

∣

≪















logT if ℓ = 0

ℓ−1 logT if 1 ≤ ℓ ≪ T logT.

Adding these intervals gives
∑

n≤m<T3B

Λ(m)|aG(m)|
m

∣

∣

∣

∣

∣

∑

1≤ j≤V

(m
n

)iw j
∣

∣

∣

∣

∣

≪ log2 T.

The above estimate together with part (b) of Lemma 2.2 and theCauchy–Schwartz inequality yield
∑

TB<n≤m<T3B

Λ(n)Λ(m)|aG(n)||aG(m)|
nm

∣

∣

∣

∣

∣

∑

1≤ j≤V

(m
n

)iw j
∣

∣

∣

∣

∣

≪ log2 T
∑

TB<n<T3B

Λ(n)|aG(n)|
n

≪ log3 T. (4.8)

Equations (4.8) and (4.5) show that
V ≤ ec4λ logT (4.9)

for some positive constantc4.

4.4. A refinement that gives a log-free result.In order to eliminate the factor of logT in (4.9) we
assume thatV > e4c4λ, since otherwise there is nothing to prove. It follows from this assumption
thatV < log2 T.

We plan on estimating the sum in (4.8), that is,

Σ =

∑

TB<n≤m<T3B

Λ(n)Λ(m)|aG(n)||aG(m)|
nm

|S(m, n)|, (4.10)

whereS(m, n) is defined in (2.8). We show thatΣ ≪ Vη log2 T, for some positiveη < 1. It then
follows from (4.5) thatV ≪ ec4λVη, wherec4 is the constant given in (4.9), and soV ≪ e(c4/(1−η))λ

which proves Theorem 1.2.
Fix an integerm0 ∈ (TB,T3B), let Mm0 = [m0,m0 exp(V−1/4 logT)] and letIm0 be the logarithm of

the intervalMm0 — that isIm0 = [log m0, logm0+V−1/4 logT]. Now we cover the interval (TB,T3B)
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by intervalsMm0; we need at most 2BV1/4 such intervals. Consider the intervalsIm0 corresponding
to the intervalsMm0. Divide eachIm0 into [T logT] equal parts such that each part has length at
mosth/(TV1/4), where 1≤ h < 2. Label these intervalsIm0,1, Im0,2, . . . , Im0,[T logT] . We now consider
all pairs (m, n) such that logm ∈ Im0,i for somem0, i, and for which there existsµm ∈ Im0,i such
that |g(µm, n)| ≤ V7/8, whereg(µm, n) is defined in (2.9). We denote such a pair by (m, n)∗. Since
| logm− µm| < 2/(TV1/4), Lemmas 2.6 and 2.2(b) give the following estimate for a part of (4.10)

∑

TB<n≤m<T3B

(m,n)∗

Λ(n)Λ(m)|aG(n)||aG(m)|
nm

|S(m, n)| ≪ V7/8 log2 T. (4.11)

Now suppose that (m, n) is not an (m, n)∗. For suchm we have|g(µ, n)| > V7/8 for all µ ∈ Im0,i,
where logm ∈ Im0,i. We denote suchmby m†(n). Now for fixedn we have the following estimation.

∑

TB<m<T3B

m=m†(n)

Λ(m)|aG(m)|
m

≤

′
∑

m0,i

∑

TB<m<T3B

logm∈Im0,i

Λ(m)|aG(m)|
m

, (4.12)

where
′

∑

m0,i

is a sum over all intervalsIm0,i with the property that|g(µ, n)| ≥ V7/8 for µ ∈ Im0,i. Let

x0 be such that ifx0 ≤ m ≤ x0 exp(h/TV1/4) then logm ∈ Im0,i. SinceB ≥ α2 ≥ max{2/ǫπ, 2/ǫπ′},
1 ≤ h < 2, andV ≤ log2 T, then

x0(e
h/(TV1/4) − 1) ≥

x0h
TV1/4

≥ max{x1−ǫπ
0 , x1−ǫ

π
′

0 },

and thus, by employing the Cauchy–Schwartz inequality, we may apply Hypothesis 1.1 forπ and
π
′ to get

∑

TB<m<T3B

logm∈Im0,i

Λ(m)|aG(m)|
m

≤
∑

TB<x0≤m≤x0 exp(h/TV1/4)

Λ(m)|aG(m)|
m

≪
1

TV1/4
. (4.13)

From Lemma 2.7 andec4λ < V1/4 we conclude that

#{Im0,i; |g(µ, n)| ≥ V7/8 for µ ∈ Im0,i} ≪ (TV1/4)
(

V−3/4(V−1/4 logT + ec4λ logT)
)

≪ TV−1/2ec4λ logT

< TV−1/4 logT. (4.14)

Since the total number ofm0 is at most 2BV1/4, we can apply (4.13) and (4.14) to (4.12), whence
∑

TB<m<T3B

m=m†(n)

Λ(m)|aG(m)|
m

≪ V−1/4 logT.

Thus the remaining part of (4.10) becomes
∑

TB<n≤m<T3B

(m,n),(m,n)∗

· · · ≪ V
∑

TB<n<T3B

Λ(n)|aG(n)|
n

∑

TB≤m<T3B

m=m†(n)

Λ(m)|aG(m)|
m

≪ V3/4 log2 T. (4.15)
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Hence (4.11) and (4.15) show thatΣ≪ V7/8 log2 T as desired. This bound forΣ in combination
with (4.5) yieldsV ≪ ec4λV7/8, whenceV ≪ e8c4λ. This, together with (4.3), proves the theorem.

5. Applications

The following version of Perron’s formula is proved in [13, Theorem 2.1].

Lemma 5.1 (Liu–Ye). Let f(s) =
∑∞

n=1
an

ns be an absolutely convergent series in the half-plane
σ > σa. Let B(σ) =

∑∞
n=1

|an|

nσ for σ > σa. Then for b> σa, X ≥ 2, T ≥ 2, and H≥ 2,

∑

n≤X

an =
1

2πi

∫ b+iT

b−iT
f (s)

Xs

s
ds+O

















∑

X−X/H<n≤X+X/H

|an|

















+O

(

HXbB(b)
T

)

.

This version of Perron’s formula is useful when one has a suitable upper bound for the average
of the coefficients|an| over short intervals.

Proof of Theorem 1.4.An application of Lemma 5.1 forb = 1+ 1/ logX, H = Tǫπ, and

f (s) = −
L′

L
(s,π × π̃) =

∞
∑

n=1

Λ(n)aπ×π̃(n)
ns

results in

ψπ×π̃(X) =
1

2πi

∫ b+iT

b−iT
−

L′

L
(s,π × π̃)

Xs

s
ds+O

















∑

X−X/Tǫπ<n≤X+X/Tǫπ

Λ(n)|aπ×π̃(n)|

















+O

(

X logX
T1−ǫπ

)

. (5.1)

(Note that by Lemma 2.2(b) we haveB(σ) ≪ 1/(σ − 1) if 1 < σ ≤ 2.) Now we assume that
1 ≤ T ≤ X, whence by Hypothesis 1.1 and the bound (2.1) for unramified primes, the first error
term in the above formula isO(X/Tǫπ) + O(X1−2/(m2

+1)(logX)2). Without loss of generality let us
assume that 0< ǫπ ≤ 1/2. We can rewrite (5.1) as

ψπ×π̃(X) =
1

2πi

∫ b+iT

b−iT
−

L′

L
(s,π × π̃)

Xs

s
ds+O

(

X logX
Tǫπ

)

+O
(

X1−2/(m2
+1)(logX)2

)

.

A standard argument involving moving the line of integration in the above formula to the half-
planeℜ(s) < 0 and computing the residues ats = 1, s = ρ (zeroes ofL(s,π × π̃)), ands = 0 (see
[3, Chapter 17] for details) implies that for 2

1
ǫπ ≤ T ≤ X we have

ψπ×π̃(X) = X −
∑

ρ=β+iγ
|γ|≤T

Xρ

ρ
+O

(

X logX
Tǫπ

)

+O(Xµ0), (5.2)

whereµ0 can be taken as any number in the interval (1− 2/(m2
+ 1), 1). The last error term comes

from
∑

Xµ/µ whereµ ranges over the trivial zeroes ofL(s,π × π̃). Note that by (2.1) this sum is
bounded byXµ0. Following the argument on [7, p. 257] from the explicit formula (5.2) we derive
(for Y ≤ X)

1
Y

(ψπ×π̃(X + Y) − ψπ×π̃(X)) = 1+O
(

Xβ0−1
)

+O





























∑

ρ,β0
|γ|≤T

Xβ−1





























+O

(

X logX
YTǫπ

)

+O

(

Xµ0

Y

)

, (5.3)
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whereβ0 is the possible exceptional zero ofL(π × π̃, s). Let Ñπ×π̃(σ,T) be the number of non-
exceptional zeroes in the rectangle 1≤ β ≤ σ , |γ| ≤ T. From Theorem 1.2 we have

Ñπ×π̃(σ,T) ≤ Nπ×π̃(σ,T) ≤ Tc(1−σ), (5.4)

for a constantc > 0, uniformly for 0≤ σ ≤ 1. Also from Lemma 2.5 we conclude that there are
constantsT0 > 0 andAπ > 0 such that for allT ≥ T0 andσ > 1 − Aπ

logT we haveÑπ×π̃(σ,T) = 0.
We letη(T) = Aπ/ logT. We have

∑

ρ,β0
|γ|≤T

Xβ−1
= −

∫ 1+

0
Xσ−1dσÑπ×π̃(σ,T)

= X−1Ñπ×π̃(0,T) +
∫ 1

0
Ñπ×π̃(σ,T)Xσ−1(logX)dσ.

Applying Lemma 2.1(a) and (5.4) gives

∑

ρ,β0
|γ|≤T

Xβ−1
= O(X−1T logT) +O













∫ 1−η(T)

0

(

Tc

X

)1−σ

(logX)dσ













.

(Here we used the fact thatÑπ×π′(σ,T) = 0 whenT ≥ T0 andσ > 1− η(T).) SettingT = Xα in the
above formula yields

∑

ρ,β0
|γ|≤T

Xβ−1
= O(αXα−1 logX) +O

















exp
(

cAπ −
Aπ
α

)

− Xαc−1

1− αc

















.

From here we see that by choosingT = Xα for sufficiently smallα in (5.3) we will have

1
Y

(ψπ×π̃(X + Y) − ψπ×π̃(X)) ≥
3
4
−

K1X1−ǫπα logX
Y

−
K2Xµ0

Y
for X sufficiently large (sayX > X0), whereK1 andK2 are the implied constants in the last two
O-terms in (5.3). If we chooseY ≥ max{8K1X1−ǫπα logX, 8K2Xµ0}, then forX > X0 we have

1
Y

(ψπ×π̃(X + Y) − ψπ×π̃(X)) ≥
1
2

as desired. This completes the proof. �

Proof of Corollary 1.5.For the first statement, it is enough to note that under the assumption of
GRC we have|aπ(n)| ≤ m and so

∑

X<n≤X+Y

Λ(n)|aπ(n)|2 ≪
∑

X<n≤X+Y

Λ(n) = ψ(X + Y) − ψ(Y) ≪ Y

for Y ≥ Xθ with θ > 1/2 (See [8, Theorem 6.6]). The lower bound is a direct consequence of
Theorem 1.4 and the bound (2.1) for local parameters ofπ × π̃ at unramified primes.

For the second assertion without loss of generality assume thatY ≤ X. A standard computation
involving the classical Chebyshev functions yields

∑

X<n≤X+Y

Λ(n)|aπ(n)|2 =
∑

X<p≤X+Y

(log p)|aπ(p)|2 +O
(

X1/2 logX
)

. (5.5)
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On the other hand by employing (2.1) for unramified primes we have have

ψπ×π̃(X + Y) − ψπ×π̃(X) =
∑

X<n≤X+Y

Λ(n)|aπ(n)|2 +O
(

X1−2/(m2
+1)(logX)2

)

. (5.6)

Substituting (5.5) in (5.6) and then substituting the resulting formula in the left-hand side of (5.3)
and proceeding as in the proof of Theorem 1.4 gives the result. �

Proof of Theorem 1.6.From Corollary 1.5 we know that there exists 0< νπ < 1 such that for
X > X0 andY ≥ Xθ with νπ < θ < 1, we have

Y≪
∑

X<p≤X+Y

(log p)|aπ(p)|2 ≪ (logX)(#{p; X < p ≤ X + Y andaπ(p) , 0}).

This proves the first assertion. SettingX = p andY = pθ in the above inequality implies that for
largep we have #{primeq; p < q ≤ p+ pθ andaπ(q) , 0} , 0. This shows thatjπ(p) ≪ pθ. �

Finally the results for newforms and the Ramanujanτ-function follow from Theorem 1.6 since
theseL- functions satisfy GRC.
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