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Introduction by Ralph E. Gomory

Later in 1957, as the end of my three-year tour of duty in the Navy was approach-
ing, Princeton invited me to return as Higgins Lecturer in Mathematics. I had been
a Williams undergraduate and a then a graduate student at Cambridge and Princeton
while getting my Ph.D. I had published 4 papers in non-linear differential equations,
a subject to which I had been introduced by two wonderful people whose support
and encouragement made an unforgettable and wonderful difference in my life: Pro-
fessor Donald Richmond of Williams College and Professor Solomon Lefschetz of
Princeton.

Because of my interest in applied work I had planned to look for an industrial
position rather than an academic one on leaving the Navy, but I decided instead
to accept this attractive offer and spend a year or two at Princeton before going
on. When I returned to Princeton late in the fall of 1957, I got to know Professor
A. W. Tucker, then the department head, who was the organizer and prime mover
of a group interested in game theory and related topics. This group included Harold
Kuhn and Martin (E. M. L.) Beale.

As the Navy had kept me on as a consultant I continued to work on Navy prob-
lems through monthly trips to Washington. On one of these trips a group presented
a linear programming model of a Navy Task Force. One of the presenters remarked
that it would be nice to have whole number answers as 1.3 aircraft carriers, for
example, was not directly usable.

I thought about his remark and determined to try inventing a method that would
produce integer results. I saw the problem as clearly important, indivisibilities are
everywhere, but I also thought it should be possible. My view of linear programming
was that it was the study of systems of linear inequalities and that it was closely anal-
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ogous to studying systems of linear equations. Systems of linear equations could be
solved in integers (Diophantine equations), so why not systems of linear inequali-
ties? Returning to the office I shared with Bob Gunning (later Dean of the Faculty
at Princeton), I set to work and spent about a week of continuous thought trying to
combine methods for linear Diophantine equations with linear programming. This
produced nothing but a large number of partly worked out numerical examples and
a huge amount of waste paper.

Late in the afternoon of the eighth day of this I had run out of ideas. Yet I still
believed that, if I had to, in one-way or another, I would always be able to get at an
integer answer to any particular numerical example. At that point I said to myself,
suppose you really had to solve some particular problem and get the answer by any
means, what would be the first thing that you would do? The immediate answer was
that as a first step I would solve the linear programming (maximization) problem
and, if the answer turned out to be 7.14, then I would at least know that the integer
maximum could not be more than 7. No sooner had I made this obvious remark to
myself than I felt a sudden tingling in two of my left toes, and realized that I had just
done something different, and something that certainly was not a part of classical
Diophantine analysis.

How exactly had I managed to conclude, almost without thought, that, if the LP
answer was 7.14, the integer answer was at most 7? As I was working with equa-
tions having integer coefficients and only integer variables, it did not take long to
conclude that the reasoning consisted of two simple steps. First that the objective
function was maximal on the linear programming problem and therefore as large or
larger than it could ever be on the integer problem. Second that the objective func-
tion was an integer linear form and therefore had to produce integer results for any
integer values of the variables, including the unknown integer answer. Therefore the
objective function had to be an integer less than 7.14. Clearly then it was legitimate
to add an additional constraint that confined the objective function to be less than
or equal to 7. I thought of this as “pushing in” the objective function. It was also
immediately clear to me that there would always be many other integer forms max-
imal at that vertex in addition to the given objective function and that they could be
“pushed in” too.

Greatly excited I set to work and within a few days had discovered how to gener-
ate maximal integer forms easily from the rows of the transformed simplex matrix.
It became clear rapidly that any entry in a given row of the tableau could be changed
by an integer amount while remaining an integer form, that these changes could be
used to create a form that was maximal, as that simply meant that all the row entries
had to become negative (in the sign convention I was then using). It also was clear
that, once an entry became negative, it strengthened the new inequality if the entry
was as small as possible in absolute value; so all coefficients were best reduced to
their negative fractional parts. This was the origin of the “fractional cut.”

Within a very few days, I had worked out a complete method using the fractional
cuts. I thought of this method as the “The Method of Integer Forms.” With it I was
steadily solving by hand one small numerical example after another and getting the
right answer. However, I had no proof of finiteness. I also observed that the fractional
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rows I was creating seemed to have a lot of special properties, all of which were
explained later in terms of the factor group.

Just at this time I ran into Martin Beale in the hall. He was looking for a speaker
for the seminar we had on game theory and linear programming. I said I would be
glad to give a talk on solving linear programs in integers. Martin said “but that’s
impossible.” That was my first indication that others had thought about the problem.
During the exciting weeks that followed, I finally worked out a finiteness proof and
then programmed the algorithm on the E101, a pin board computer that was busy
during the day but that I could use after midnight. The E101 had only about 100
characters of memory and the board held only 120 instructions at one time, so that I
had to change boards after each simplex maximization cycle and put in a new board
that generated the cut, and then put the old board back to re-maximize. It was also
hard work to get the simplex method down to 120 E101 instructions. But the results
were better and more reliable than my hand calculations, and I was able to steadily
and rapidly produce solutions to four- and five-variable problems.

During these weeks I learned that others had thought about the problem and that
George Dantzig had worked on the traveling salesman problem and had applied spe-
cial handmade cuts to that problem. Professor Tucker, who was enormously helpful
to me during my entire stay at Princeton, gave me the time he had for himself on
the program of a mathematical society meeting. There early in 1958 I made the first
public presentation of the cutting plane algorithm. This produced a great deal of
reaction, many people wrote to me, and Rand Corporation invited me to come out
to California for the summer.

In the summer of 1958 I flew west to Los Angeles, where Rand was located, car-
rying the first edition of the manual for Fortran, then a brand new language. I spent
one month at Rand and succeeded in producing a working Fortran version of the
algorithm for the IBM 704. During my stay at Rand, I renewed my acquaintance of
graduate student days with Lloyd Shapley and with Herb Scarf and met for the first
time George Dantzig, Dick Bellman, and Phil Wolfe. Phil, already well known for
his work on quadratic programming, generously took on the assignment of orienting
me during my visit at Rand. He helped me in every conceivable way.

The Fortran program seemed to be debugged about two days before I left Rand
so I was able to do larger examples. Larger meant something like ten to fifteen vari-
ables. Most of these problems ran quickly, but one went on and on and producing
reams of printout but never reaching a final answer. I thought at the time that per-
haps there were still bugs left in the program, but in fact it was the first hint of the
computational problems that lay ahead.

It seems likely that it was during that summer that I worked out the mixed integer
method, which I never sent in to a journal but appeared later as a Rand report. At the
time I regarded it as a pretty straightforward extension of the original cutting plane
method. Having done so many hand problems I was aware that, despite its obvious
strengths in some of its computational detail it lacked some attractive properties
of the all integer calculation. However at this late date I am quite reconciled to
the mixed integer cut by (1) its computational success in a world of larges scale
computing and (2) a rather recent result in which I have shown that it provides the
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only facet for the one dimensional corner polyhedron problem that is a facet both
for the continuous and for the integer variables case. This finally locates the mixed
cutting plane in its proper theoretical setting.
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The following article originally appeared as:

R.E. Gomory, Outline of an Algorithm for Integer Solutions to Linear Programs,
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The following article originally appeared as:

R.E. Gomory, An Algorithm for the Mixed Integer Problem, Research Memorandum
RM-2597, The Rand Corporation, 1960.

Copyright c© 1960 The RAND Corporation.

Reprinted by permission from The RAND Corporation.
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