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Abstract

Two Hadamard matrices are considered equivalent if one is obtained from the other by a
sequence of operations involving row or column permutations or negations. We complete
the classification of Hadamard matrices of order 32. It turns out that there are exactly
13,710,027 such matrices up to equivalence.
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1 Introduction

A Hadamard matrix of order n is a (−1, 1) square matrix H of order n such that HHt = nI,
where Ht is the transpose of H and I is the identity matrix. It is well known that the order of a
Hadamard matrix is 1, 2 or a multiple of 4. The Hadamard conjecture states that the converse
also holds, i.e. there is a Hadamard matrix for any order which is divisible by 4. Order 668
is the smallest for which the existence of a Hadamard matrix is in doubt [12]. For surveys on
Hadamard matrices, we refer the reader to [2, 7, 19].

Two Hadamard matrices are called equivalent if one is obtained from the other by a sequence
of operations involving row or column permutations or negations. The equivalence classes of
Hadamard matrices for small orders have been determined by several authors. It is well known
that for any order up to 12, there is a unique Hadamard matrix. For orders 16, 20, 24, 28, there
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are 5 [5], 3 [6], 60 [8, 16] and 487 [14, 15, 17, 22] inequivalent Hadamard matrices, respectively.
The order 32 is where a combinatorial explosion occurs on the number of Hadamard matrices.

We continue the work started earlier in [11] to complete the classification of Hadamard
matrices of order 32. Any such matrix is of type 0, 1, 2 or 3, as described in Section 2. In [11],
all equivalence classes of Hadamard matrices of order 32 of types 0 and 1 were determined. Here,
we deal with the remaining types, i.e. types 2 and 3. We apply an orderly algorithm, similar to
the one used in [11], which is based on the notion of canonical form. It turns out that there are
exactly 2900 Hadamard matrices of order 32 and of type 2. We also establish the uniqueness of
type 3 Hadamard matrices of order 32. Consequently, the total number of Hadamard matrices
of order 32 up to equivalence is found to be 13710027.

2 Definition of types

Let H be a Hadamard matrix of order n. Let jm denote the all one column vector of dimension
m. By a sequence of row or column permutations or negations, any four columns of H may be
transformed uniquely to the following form:

ja ja ja ja

jb jb jb −jb

jb jb −jb jb

ja ja −ja −ja

jb −jb jb jb

ja −ja ja −ja

ja −ja −ja ja

jb −jb −jb −jb


, (1)

where a + b = n/4 and 0 ≤ b ≤ bn/8c. Following [15], any set of four columns which is trans-
formed to the above form is said to be of type b. Note that type is an equivalence invariant and
so any permutation or negation of rows and columns leaves the type unchanged. A Hadamard
matrix is of type b (0 ≤ b ≤ bn/8c), if it has a set of four columns of type b and no set of four
columns of type less than b.

In order 32 any Hadamard matrix is necessarily of type 0, 1, 2 or 3, see [11] for details. For
orders less than 32, the number of Hadamard matrices of different types is shown in Table 1.
We have used the library of Hadamard matrices given in [21] to compile this table. Note that
for orders 24 and 28, the transpose of the unique matrix of type 2 is also of type 2. For some
possible types of Hadamard matrices and also the relation between the type of a matrix and its
transpose, see lemmas 1–4 in [11].
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Table 1 Number of small Hadamard matrices of different types

Order 4 8 12 16 20 24 28

0 1 1 0 5 0 58 0

Type 1 0 0 1 0 3 1 486

2 0 0 0 0 0 1 1

3 Definition of canonicity

The isomorph-free exhaustive generation of combinatorial objects is an important topic in com-
binatorics (see [9, 18]). For a specific family of objects with given properties, the objective is to
generate a representative for each of the isomorphism classes of objects. Any algorithm for an
isomorph-free exhaustive generation in general involves two parallel routines. These constitute
the construction of objects and the rejection of isomorphic copies of objects. The two routines
are usually performed parallel to each other with interactions. For the construction phase, the
most natural and widely used method is backtracking which has quite a long history, see for
example [4, 24]. The method in its general form can be found in many textbooks including [9].
For the isomorph rejection phase , the simplest and most natural method is the so called orderly
generation which was independently introduced by Read [20] and Faradžev [3] in the 1970s.
Algorithms based on this scheme are called orderly algorithms. The method involves the notion
of canonical form of objects. A canonical form is a special representative for each isomorphism
class (equivalence class in the case of Hadamard matrices) and the main objective in the process
of classification is to generate these special representatives. Each representative is constructed
step by step (via an algorithm such as backtracking) and the canonicity is defined in such a way
that all the constructed subobjects are also in the canonical form.

In order to generate Hadamard matrices we choose to apply a backtrack procedure to con-
struct them row by row along with an orderly algorithm to eliminate equivalent solutions. We
begin by defining a natural canonical form in the context of Hadamard matrices. First we need
to define a lexicographical order < on the set of all m by n (−1, 1) matrices where m and n are
two positive integers. Let A = [aij ] and B = [bij ] be two (−1, 1) matrices of order m × n. We
say that A < B if for some 1 ≤ i ≤ m, the first corresponding i−1 rows are the same in the two
matrices and there is a j, 1 ≤ j ≤ n such that aij = −bij = −1 and aik = bik for all 1 ≤ k < j.
A (−1, 1) matrix M of order m × n is said to be in the natural canonical form if M ′ ≤ M for
any matrix M ′ which is obtained from permutations and/or negations of rows and columns of
M . The implementation of this canonical form is not hard and so it is quite natural to use it in
classification of Hadamard matrices of a given order. In fact, we will use this form in classifying
Hadamard matrices of order 32 when both the matrix and its transpose are for type 3. Spence
[22] classified Hadamard matrices of orders 24 and 28 using a modified version of this canonical
form for (0, 1) matrices. However, our experience showed that applying the same method for
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Hadamard matrices of order 32 for types 0, 1 and 2 leads to prohibitive computations. Thus we
were forced to consider a modified definition of the natural canonical form. In [11], we defined a
specific kind of canonical form for Hadamard matrices of type 0. Here, we introduce a similar,
but different, canonical form which is suitable for type 2 matrices.

Let H be a type 2 Hadamard matrix of order n = 4m + 8. We may assume that the first
four columns of H are in the following form:

j2 j2 j2 j2

j2 j2 −j2 −j2

j2 −j2 j2 −j2

j2 −j2 −j2 j2

jm jm jm −jm

jm jm −jm jm

jm −jm jm jm

jm −jm −jm −jm


. (2)

Now delete the first 4 columns of H and denote the resulted matrix by VH . We say that H is
in the canonical form if

VQ ≤ VH

for any matrix Q which is equivalent to H and its deleted first four columns are identical to
those of (2).

The following lemma gives the main features of this canonical form. Part (iv) of the lemma
follows from the orthogonality of the column i to any of the first four columns and the other
parts are straightforward.

Lemma 1 Let H be a Hadamard matrix of order 4m+8 (m even) and of type 2 which is in the
canonical form. Then

(i) The rows (except possibly for the first eight) and the columns of H (except possibly for the
first four) are in decreasing order, (the order is as defined above).

(ii) The first four columns of H are identical to those of (2).

(iii) The first three rows of H are in the following form: jt
m jt

m jt
m jt

m

jt
m jt

m −jt
m −jt

m

jt
m −jt

m jt
m −jt

m

 .

(iv) Let H = (hij) and let a = h1j + h2j − h3j − h4j − h5j − h6j + h7j + h8j for j > 4. Then
a ∈ {0,±4,±8} and h1j + h2j +

∑14
i=9 hij = a/2.
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Remark 1 Note that with this definition of canonical form one of the basic properties of the
natural canonical form, namely, the canonicity of the submatrices formed from the first top rows
of H is no longer valid.

4 Type 2 Hadamard matrices of order 32

In this section we present an orderly algorithm to generate all equivalence classes of type 2
Hadamard matrices of order 32. The algorithm will eventually produce the canonical form, as
defined in the previous section, for every equivalence class. Since Hadamard matrices of order
32 of types 0 and 1 are already known [11], we may assume that the transpose of the matrices
are not of type 0 or 1. Therefore, we only need to search for Hadamard matrices of type 2 with
their transpose being of type 2 or 3. Before starting the main search, there is a need for some
preliminary computations.

For the remainder of this section, let H denote the canonical form of a Hadamard matrix of
order 32 of type 2 whose transpose is of type 2 or 3. Let H8 be the partial Hadamard submatrix
consisting of the first eight rows of H. We find all possible candidates for H8. From Lemma 1
the first four columns and the first three rows of H8 are uniquely determined. We then fill in the
rest of H8, using Lemma 1(i) and the fact that H8 should be a partial Hadamard matrix. The
resulting solutions are filtered through the condition (iv) of Lemma 1. Finally, the remaining
solutions are tested (as explained below) to be in the canonical form. As a result, we find a
total of 10319 candidates for H8. There is also a need to find and retain the automorphisms of
(2) assuming m = 1. We find a total of 3072 such automorphisms. For each automorphism, we
retain the row permutation and the corresponding negation vector. We do not need to keep the
column permutation.

We are now ready to describe the search method. Each candidate of H8, obtained above,
should be extended to all possible choices of H. This process involves two ingredients; the
generation of the matrix and the canonicity test. These two parts of the extension process must
be executed simultaneously. There are 24 rows to fill in the generation phase. At each generation
step all possible candidates for the corresponding row of H are obtained. The candidates are
chosen in such a fashion that they fulfill the properties provided by Lemma 1. At each step we
also check that the added new row keeps the type of the transpose of the constructed matrix
to be 2 or 3. Similarly, at rows 14, 20 and 26 we check if the partial matrix is extendable to a
matrix of type 2.

Next we explain the canonicity test. The basic idea of the canonicity test we use here first
appeared in [13]. The general scheme, bypassing the details, for the canonicity test of the
constructed matrix H is as follows. Choose any set of four columns of H. If it is of type 2, label
them as the first four columns and transform the first four columns to the form (2) by suitable
row/column permutations/negations. Subsequently, we apply the automorphisms of (2) to H

and check if the resulting matrix is a larger matrix (which means that H is not in the canonical
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form). If for all possible choices of four columns and all automorphisms of (2), the resulting
matrices are equal or smaller than H, then we conclude that H is in the canonical form and
retain it as a representative of its equivalence class. The above method also works for partial
matrices with some minor modifications. The canonicity test is time consuming and thus is not
feasible to be applied at each row. We only apply the test when rows 9, 10, 14, 20, 26 and 32
are chosen.

We ran our program on a cluster of 48 CPU. It took about nine months to accomplish the
job. Our program found 1478 matrices. We tested the matrices found in [11] and found 1422
and 0, type 2 Hadamard matrices of order 32 such that their transposes are of type 0 or 1,
respectively. We have the following result.

Theorem 1 There are exactly 2900 equivalence classes of type 2 Hadamard matrices of order
32.

5 Type 3 and the main result

In this section we classify type 3 Hadamard matrices of order 32. Since we already know all
Hadamard matrices of order 32 which are of type 0, 1, 2, it suffices to look for type 3 matrices
whose transpose are also of type 3. In [1], the authors showed by a computer search that the
Paley Hadamard matrix of order 32 is the unique such matrix. We confirmed their result by
a different approach. We used the natural canonical form defined in Section 3 to perform our
search. Our program on a single computer found a unique solution in just a few hours. We
checked the transposes of all type 0, 1, and 2 matrices and none was of type 3. So, we have the
following theorem.

Theorem 2 There is only one type 3 Hadamard matrix of order 32.

We summarize the results of the classification of Hadamard matrices of order 32 in the
following theorem. The number of matrices of each type is presented in Table 2.

Theorem 3 There are exactly 13710027 equivalence classes of Hadamard matrices of order 32.

The complete list of Hadamard matrices of order 32 is available electronically at [10, 23].
The matrices are retained in the hexadecimal format, i.e. the strings of four subsequent entries
in each matrix are encoded with hexadecimal digits. For example 0 and F represent −1 −1 −1
−1 and 1 1 1 1, respectively.
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Table 2 Number of Hadamard matrices of different types

Type 0 1 2 3

0 13652966 26369 1422 0

Type of 1 26369 0 0 0

the transpose 2 1422 0 1478 0

3 0 0 0 1

Total 13680757 26369 2900 1
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