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Abstract

A graph generator associated with the determination of mathematical derivatives is de-

scribed. The graph coloring instances are obtained as intersection graphsGΠ(A) of m× n

sparse pattern matrixA with row partitionΠ. The size of the graph is dependent on the

row partition; the number of vertices can be varied between the number of columns (using

single block row partitionΠ1) and the number of nonzero entries ofA (usingm block row

partitionΠm). The chromatic number of the generated graph instances satisfyχ(G(A)) =

χ(GΠ1(A)) ≤ χ(GΠm(A)).
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1 Introduction

Graph coloring problems arise in variety of scientific applications and are one of the

widely studied class of problems in graph theory. Applications where the underly-

ing problem is modelled by graphs arise, for example, in scheduling and partition-

ing problems, matrix determination problems [2,5], and register allocation prob-

lems. Unfortunately, determining whether or not an arbitrary graph is 3-colorable

is NP-complete. The availability of suitable benchmark test problems is therefore

an important component in the design and testing of effective algorithms for graph

coloring and related problems. The main purpose of this paper is to describe the

software implementation of graph coloring test instances described in [6]. The re-

mainder of this paper is organized in five sections. Section 2provides a brief intro-

duction to the coloring problem we are concerned with. In section 3, an algorithmic

description of the column segment graph instances is given.Section 4 contains in-

structions for using our graph generator. In section 5 we present a graph generator

based on a given partition of the edges of an undirected graphand section 6 con-

cludes the paper.

2 Description of the Coloring Problem

A Graph G = (V,E) is a setV of vertices and a setE of edges. An edgee ∈ E is

denoted by an unordered pair{u,v} which connects verticesu andv, u,v ∈ V . A

graphG is said to be acomplete graph orclique if there is an edge between every

pair of distinct vertices. In this paper multiple edges between a pair of vertices

are considered as a single edge. Ap-coloring of the vertices ofG is a function

Φ : V → {1,2, · · · , p} such that{u,v} ∈ E implies Φ(u) 6= Φ(v). The chromatic
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number χ(G) of G is the smallestp for which it has ap-coloring. An optimal

coloring is ap-coloring with p = χ(G).

Given anm×n matrix A, theintersection graph of the columns ofA is denoted by

G(A) = (V,E) where corresponding to columnj of A, writtenA(:, j), j = 1,2, . . . ,n,

there is a vertexv j ∈V and{v j,vl} ∈E if and only if columnsA(:, j) andA(:, l), l 6=

j have nonzero elements in the same row position.

Let Π be a partition of{1,2, . . . ,m} yielding w1,w2, . . . ,wĩ, . . . ,wq̃ wherewĩ con-

tains the row indices that constitute blockĩ written A(wĩ, :) ∈ Rmĩ×n, ĩ = 1,2, . . . , q̃.

A segment of columnj in block ĩ of A denoted byA(wĩ, j), ĩ = 1,2, . . . , q̃ is called

a column segment.

Definition 2.1 Structurally orthogonal column segment

• (Same Column)

Column segmentsA(wĩ, j) andA(wk̃, j), ĩ 6= k̃ arestructurally orthogonal

• (Same Row Block )

Column segmentsA(wĩ, j) andA(wĩ, l), j 6= l are structurally orthogonal if

they do not have nonzero entries in the same row position.

• (Different )

Column segmentsA(wĩ, j) andA(wk̃, l), ĩ 6= k̃ and j 6= l arestructurally or-

thogonal if

· A(wĩ, j) andA(wĩ, l) arestructurally orthogonal and

· A(wk̃, j) andA(wk̃, l) arestructurally orthogonal

An orthogonal partition of column segments is a mapping

κ : {(ĩ, j) : 1≤ ĩ ≤ q̃,1≤ j ≤ n}→ {1, . . . , p}.
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where column segments in each group are structurally orthogonal.

Definition 2.2 Given matrixA and rowq-partition Π, thecolumn-segment graph

associated withA under partitionΠ is a graphGΠ(A) = (V,E) where vertexvĩ j ∈V

corresponds to the column segmentA(wĩ, j) not identically 0, and{vĩ j,vk̃l} ∈ E

1 ≤ ĩ, k̃ ≤ q̃,1 ≤ j, l ≤ n if and only if column segmentsA(wĩ, j) andA(wk̃, l) are

not structurally orthogonal.

The problem of determining Jacobian matrices using column segments can be

stated as the following graph problem.

Theorem 1 [5] Φ is a coloring of GΠ(A) if and only if Φ induces a orthogonal

partition κ of the column segments of A.

3 The Column Segment Graph Generator

In this section we describe an algorithm for constructingcolumn segment graph

GΠ(A) associated with am× n matrix A and a row partitionΠ. Furthermore, we

describe the column segment matrixAΠ associated with the given row partition.

Let Π be a row partition of matrixA that partitions the rows into blocksA1,A2, . . . ,Ak

(See Fig. 1(a)). Denote the intersection graph corresponding to Aĩ by G(Aĩ), ĩ =

1,2, . . . q̃. The construction ofAΠ involves two phases. In the first phase, blocksAĩ,

ĩ = 1,2, . . . , q̃ are placed successively in left to right fashion (see Fig. 1(b)) such that

each nonzero column segment is mapped to a unique column ofAΠ. In other words,

for every nonzero column segment ofA, a column is created inAΠ where all the

entries are zero except that the column segment is copied in the matching row posi-

tions. This situation is illustrated in the top part of Fig. 1(b). In the second phase of
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Fig. 1. (a): MatrixA is partitioned into ˜q blocks (b): Column segment matrix corresponding

to the partition.

construction, restrictions are enforced on column segments that are not structurally

orthogonal in order to prevent them from being grouped together. Consider column

segmentsA(wĩ, j) andA(wĩ,q) in Aĩ. If there are nonzero entries in the same row

position inA(wĩ, j) andA(wĩ,q) then they are not orthogonal implying thatA(wĩ, j)

is not orthogonal to column segmentsA(w p̃) for all p̃ 6= ĩ. Consequently,A(wĩ, j)

cannot be grouped together with any of the segmentsA(w p̃,q). Similarly, A(wĩ,q) is

not orthogonal to columnsA(w p̃, j) for all p̃ 6= ĩ. To enforce these restrictions we

simply introduce two new rows inAΠ, one containing nonzero entries in the column

positions mapped by the column segmentsA(wĩ, j) andA(w p̃,q) and the other con-

taining nonzero entries in the column positions mapped by the column segments

A(wĩ,q) andA(w p̃, j) for all p̃ 6= ĩ. This is done for every pair of dependent column

segments inAĩ, ĩ = 1,2, . . . , q̃ (see Fig. 1(b)). To see this dependency restriction

in terms of graphs, consider verticesvĩ j andvĩq in G(Aĩ). For each such edge we

define edges between vertexvĩ j and verticesv p̃q from G(A p̃) for p̃ 6= ĩ. Similarly,

5



vertexvĩq is connected with the verticesv p̃ j from G(A p̃) for p̃ 6= ĩ. This situation is

illustrated in Fig. 2. In Fig. 1(a) the matrix is partitionedinto q̃ blocks denoted by
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vĩ j vĩq

v p̃ j v p̃q

vĩ j vĩq

v p̃ j v p̃q

G(Aĩ)

G(A p̃) GΠ(A)

Fig. 2. GraphGΠ(A) before and after the insertion of edges due to the edge{vĩ j,vĩq} in

G(Ai).

A1,A2, . . . ,Aq̃. In Fig. 1(b) placement of each of the blocksA1,A2, . . . ,Aq̃ is shown.

Column segmentsA(wĩ, j) andA(wĩ,q) are not orthogonal, and hence two rows con-

taining nonzero entries in the appropriate columns are introduced.

From the procedure for column segment matrix construction described above we

have the following result.

Theorem 2 [5] G(AΠ) is isomorphic to GΠ(A).

An upper bound on the size of the column segment matrix and graph is easily

obtained from its construction. For a ˜q block partition, the number of columns

n′ ≤ ρ ≤ n ∗ q̃ whereρ is the number of nonzero elements inA. The number of

rowsm′ ≤ m+(q̃−1)∑m
i=1ρi(ρi −1) whereρi is the number of nonzero in theith

row of A. In practice, however, the numbersn′ andm′ are smaller due to many zero

column segments and repeated edges between pair of distinctvertices.
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4 Using the Graph Generator

Our graph generator implements column segment graph instances. The software

uses SparseLib++v.1.5d [3], a collection of C++ sparse matrix classes that can read

and convert between a number of standard sparse matrix data structures e.g., coor-

dinate, compressed column, and compressed row format whichare also supported

by Harwell-Boeing test matrix collection [4].

The C++ source code is provided in two directories:

(1) The directory namedcol_seg_graph contains C++ code implementing the

column-segment matrix and the associated graph from a givensparse matrix.

The directory also contains several utility functions and aMakefile that can be

used to generate the executables.

(2) The directory namedSparseLib++ contains the sparse matrix library de-

scribed in [3].SparseLib++ provides support for Harwell-Boeing and Matrix

Market [1] sparse matrix exchange formats.

4.1 Column Segment Graph

The function for defining column segment graph has the following prototype dec-

laration.

Coord_Mat_double& extend( const Coord_Mat_double& A,

const vector<int>& perm,

const vector<int>& part,

const char* fileName );
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Given input matrixA in Coord_Mat_double format [1], input vectorperm repre-

senting a permutation of the row indices ofA, input vectorpart representing a row

partition ofA, and character stringfileName , extend returns the resulting column

segment matrix inCoord_Mat_double format as function return value, and writes

the associated column segment graph in the filefileName .

Users can make (by running the commandmake) the executable program named

extend which can be executed to generate column segment graph and the associ-

ated matrix.

Usage: extend TESTFILE [OUT_FILE (Optional)]

Information such as row partition, permutation, and the location of the input matrix

are provided in an input text fileTESTFILE . ArgumentOUT_FILE_NAMEstores the

column segment graph and is optional; if not provided the graph is written to the

standard output. The resulting column segment matrix is stored in a text file called

inputMatrixFileName_ext.mtx whereinputMatrixFileName.mtx is the name

of the input matrix in Matrix Market exchange format.

The format ofTESTFILE is described below.

Comment lines: The hash sign (#) at the beginning of a line marks that line as

comment. The comments can only appear at the beginning of thefile (i.e., before

permutation and partition data) and cannot be interleaved with data.

The partition size is a single integer that specifies the number of row blocks in

the partition.

Partition lines: Following the comment lines and partition size, commences the

specification of the row partition given by listing the indexof the first row of

each row block:r1 r2 . . . rnblks+1 wherenblks denotes the number of row blocks
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in the partition. The first row block in the partition consists of rowsr1, . . . ,r2−1,

the second row block in the partition consists of rowsr2, . . . ,r3−1 and so on.

Since a permutation of the rows can also be specified (explained next) the indices

r1,r2 etc. are given in increasing order withr1 = 1 andrnblks +1 = m+1 where

m denotes the number of rows in the input matrix. Anm block partition can also

be indicated by writing the negative of the integer m+1.

Permutation Lines: It is possible to specify a permutation of rows in specifying

the row partition. This allows for the rows in a row block not necessarily be

consecutive. For example, if we have 4 rows and the row partition is 1 3 5 and the

permutation is given as 3 1 2 4 then first block consists of rowswith indices 3 1

and second block consists of rows with indices 2 4. If no permutation need to be

specified then the negative of the number of rowsm is written in the permutations

lines.

Input Matrix file: This last line specifies the name of the file (full path name)

containing the input matrix.

4.2 Examples

Example test file (TESTFILE ) Example 1:

# File t1.input

# Input matrix has 4 columns and 4 rows

# Row 2-partition with permutation

2

1 3 5

2 3 1 4

input_dir/test1.mtx
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The first 3 lines are comments. The fourth line says that the row partition defines

two blocks. The fifth line specifies the two-block row partition: the first block start-

ing at row 1 and ending at row 2, the second starting at row 3 andending at row 4.

There are 4 rows in the input matrix. The sixth line says that arow permutation is

provided: rows 2 and 3 of the input matrix constitute the firstblock and the rows 1

and 4 constitute the second block. The seventh line specifiesthat the input matrix is

contained in filetest1.mtx in the directoryinput_dir . The suffixmtx indicates

that the input sparse matrix is provided in Matrix Market format. The input matrix

can also be provided in Harwell-Boeing format (test1.p[rsu][ae] ). Note that a

Harwell-Boeing pattern matrix has a three letter suffix in which the first one is the

characterp, the second is one of the charactersr,s , or u, and the third character

is either ana or ane. (The current implementation only supports matrix market

exchange format for output of column segment matrix.) The content of the input

matrix test1.mtx is shown below.

%%MatrixMarket matrix coordinate pattern general

4 4 8

1 1

1 2

2 1

2 3

3 2

3 3

4 3

4 4

Then the command
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extend test1.input test1_ext.graph

will create the filestest1_ext.mtx which contains the column segment matrix

and test1_ext.graph contains the column segment graph corresponding to the

given row partition.

Content oftest1_ext.mtx :

%%MatrixMarket matrix coordinate pattern general

% Generated by writeMM()

11 7 22

1 1

1 3

2 2

2 3

3 4

3 5

4 6

4 7

5 1

5 6

6 3

6 4

7 2

7 6

8 3

8 5

9 4
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9 2

10 5

10 1

11 7

11 3

Content oftest1_ext.graph

1 3

2 3

4 5

6 7

1 6

3 4

2 6

3 5

4 2

5 1

7 3

7 11

Figure 3 displays the column intersection graph and the column segment graph of

the example contained intest1.mtx (A). An edge of the original graphG(A) is

indicated by a solid line. The dashed lines in the column segment graph denote

edges introduced to enforce dependency. Note that in Figure3 GΠ(A) has seven

vertices and the indices of these vertices are indicated in parentheses. In the graph

file test1_ext.graph the edges of the column segment graph are given as pairs of
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GΠ(A)G(A)

32
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(1)

(3)(2)

(6)(5)

1

1

2

2

3

3

4 (7)(4)

Fig. 3. The column intersection graphG(A) and the column segment graphGΠ(A) for the

test matrixA provided in test1.mtx

indices one edge per line in all but the last line. The last line contains the number

of vertices (7) and the number of edges (11) of the column segment graph. The col-

umn segment matrix contained in filetest1_ext.graph is described using matrix

market format.

Example test files (TESTFILE ) Example 2:

# File t2.input

# Input matrix has 4 columns and 4 rows

# Row 4-partition and no permutation

4

-5

-4

input_dir/test2.mtx

The first 3 lines are comments. The fourth line says that this row partition has four

blocks: each row constitutes a block. The input matrix has the same dimension

as in Example 1. The fifth line says that no row permutation is given which is
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indicated by the negative of them+1 wherem = 4 denotes the number of rows of

the input matrix. The sixth line says that no row permutationis provided. The last

line specifies that the input matrix is contained in filetest2.mtx in the directory

input_dir .

4.3 Utilities

The graph generator is packaged with a number of utility programs for user con-

venience. The executableshowmat displays small (with less than approximately 30

columns) pattern matrices on to the terminal screen.

Usage: showmat { -m MFILE | -t TESTFILE }

-m: MFILE is a matrix in Matrix Market or

Harwell-Boeing exchange format

-t: TESTFILE is an input file as in extend

With option -m the argument is expected to be a file that describes a sparse pattern

matrix in either Matrix Market or Harwell-Boeing format. Option -t, on the other

hand, allows users to specify aTESTFILE (see the usage ofextend command).

Since the column segment graph output byextend does not conform to the input

format of any particular graph coloring application we provide Perl scripts to for-

mat the column segment graph. The scriptToDSaturFmt.pl converts the column

segment graph to the input format ofDSATURgraph coloring implementation by

Michael Trick [7].

Usage:Perl ToDSaturFmt.pl InputFile OutPutFile

InputFile is a ASCII file describing
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column segment graph (output of extend function)

OutPutFile is a ASCII file describing Column Segment

graph in the input format for DSATUR implementation by

Michael Trick.

The scriptToDIMACS.pl converts the column segment graph to the input format of

DIMACS challenge.

Usage:Perl ToDIMACS.pl InputFile OutPutFile

InputFile is a ASCII file describing

column segment graph (output of extend function)

OutPutFile is a ASCII file describing Column Segment

graph in the input format for DIMACS challenge.

5 A Graph Theoretic Approach

The graph generator of the preceding section is based on row partition of sparse

pattern matrices. The generated graph instances are described by listing the edges

(undirected) followed by the number of vertices and edges ofthe graph. An instance

generator can also be described in purely graph-theoretic terms. LetG = (V,E)

be an undirected graph with|V | = n > 0 vertices and|E| = m > 0 edges. LetΠ

be a partition1 of the edges ofE into subsetsE1,E2, . . . ,Eq̃. Define graphsG1 =

(V1,E1),G2 = (V2,E2), . . . ,Gq̃ = (Vq̃,Eq̃) whereVĩ = {v ∈ V | there is an edgee ∈

Eĩ which is incident onv}, ĩ = 1,2, . . . , q̃. A construction similar to the one shown

1

E =
⋃

ĩ

Eĩ, Eĩ ∩E j̃ = /0 whenever̃i 6= j̃, andEĩ 6= /0, ĩ = 1,2, . . . , q̃.
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in Figure 2 can be used to introduce new edges to incorporate dependency infor-

mation among the subgraphsGĩ, ĩ = 1,2, . . . , q̃.

k k

k k

k k

k k

!!
LL

!!
AA ����

@
@

@@

�
�

��

v p̃ j v p̃q

vĩ j vĩq

v p̃ j v p̃q

vĩ j vĩq

G p̃

Gĩ G′
Π

Fig. 4. GraphG′
Π before and after the insertion of edges due to the edge{v p̃ j,vp̃q} in Gp̃.

In Figure 4 the subgraphG p̃ contains edge{v p̃ j,v p̃q}. This dependency is incorpo-

rated in the graphG′
Π by defining the “dependency edges”{v p̃ j,vĩq} and{v p̃q,vĩ j}

for each subgraphGĩ, ĩ = 1,2, . . . , q̃. Let Ê be the set of such dependency edges.

Then the resulting graph

G′
Π = (V ′

,E ′)

where

V ′ =
⋃

ĩ

Vĩ, andE ′ =

(
⋃

ĩ

Eĩ

)
⋃

Ê, ĩ = 1,2, . . . , q̃

satisfiesχ(G′
Π) ≤ χ(G).

Denote byG′
Π(A) = (V ′,E ′) the “extended graph” ofG(A) (with q̃ block row

partition Π) which is obtained via a simple modification of definition 2.2where

corresponding to each column segment, including the identical zero column seg-

ment, there is a vertex inV ′. Let GΠ(A) = (V,E) be the column segment graph

under the same row partitionΠ. Then we have the following result thatGΠ(A)

is p-colorable if and onlyG′
Π(A) is p-colorable. To see this supposeΦ be a p-

coloring ofGΠ(A). We show thatΦ can be modified to construct a newp-coloring

Φ′ for G′
Π(A). First, let Φ′(vĩ j) = Φ(vĩ j) corresponding to nonzero column seg-

mentsA(wĩ, j), ĩ = 1,2, . . . , q̃ and j = 1,2, . . . ,n. Let A(w p̃,q) be any column seg-
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ment which is identical zero. Then{vĩ j,v p̃q} ∈ E ′ implies thatĩ 6= p̃ and j 6= q.

Consequently,A(wĩ, j) andA(wĩ,q) must be nonzero and the corresponding ver-

tices are included inV . We setΦ′(v p̃q) = Φ(vĩq). SinceΦ(vĩ j) 6= Φ(vĩq) the color-

ing of v p̃q is valid. SinceGΠ(A) ⊂ G′
Π(A), Φ is a p-coloring ofG′

Π(A) implies that

Φ is a p-coloring ofGΠ(A). Therefore,GΠ(A) is p-colorable if and onlyG′
Π(A) is

p-colorable.

6 Concluding Remarks

In this paper we have described a graph instance generator based on intersection

graphs of row partitioned sparse pattern matrices. We have also outlined a proce-

dure for defining graph instances based on edge partition of agiven input graph.

That the generated instances are highly structured and the size of the generated

instances can be varied easily make them convenient for use as test sets for combi-

natorial problems such as graph coloring.

7 Availability

The source code of the software described in this paper can beobtained by contact-

ing the first author atshahadat.hossain@uleth.ca .
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