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Abstract

This thesis is concerned with behaviour of some famous arithmetic functions. The first part of the thesis deals with prime number races. Rubinstein-Sarnak [62] developed a technique to study primes in arithmetic progressions. This thesis studies prime numbers that are described by Chebotarev’s density theorem using the techniques developed in [62]. Let $L/K$ be a normal extension with Galois group $G$. Consider conjugacy classes $C_1, \ldots, C_r$ and the set

$$P_{L/K:1,2,\ldots,r} = \{ x \geq 2 \mid \frac{|G|}{|C_1|} \pi_{C_1}(x) \geq \frac{|G|}{|C_2|} \pi_{C_2}(x) \geq \cdots \geq \frac{|G|}{|C_r|} \pi_{C_r}(x) \} .$$

Following Rubinstein-Sarnak and by applying effective versions of Chebotarev’s density theorem we do the following:

1. A limiting distribution $\mu_{L/K:1,2,\ldots,r}$ attached to the set $P_{L/K:1,2,\ldots,r}$ is constructed.
2. The Fourier transform of $\mu_{L/K:1,2,\ldots,r}$ is calculated. It can be expressed as an infinite product of $J_0(x)$ Bessel functions evaluated at zeros of the corresponding Artin $L$-functions.
3. Logarithmic densities of some specific examples of the sets $P_{L/K:1,2,\ldots,r}$ are computed. This computation requires many zeros of Artin $L$-functions. Some of these were computed using programs written in Fortran and C. Others were provided by Robert Rumely.
4. An explanation of Chebyshev’s bias in the Galois group setting is given. In addition, the algebraic bias coming from possible zeros of an $L$-function at the centre of the critical is considered. Two examples of quaternion Galois groups were studied. The Dedekind zeta function of one of these fields has a zero at $s = \frac{1}{2}$.
5. The analogous problems for class groups are also considered. A simple explanation of when a bias occurs in two-way races for complex quadratic fields is presented. We also compute some logarithmic densities and derive a central limit theorem in this setting.

The second part of the thesis studies the summatory function of the Möbius function

$$M(x) = \sum_{n \leq x} \mu(n) .$$

Assuming conjectures due to Gonek and Hejhal concerning the reciprocal of the zeta function, the following results are shown:

1. The weak Mertens conjecture is true. Precisely,

$$\int_2^X \left( \frac{M(x)}{x} \right)^2 dx \ll \log X .$$
Abstract

2. $M(x) = O(x(\log \log x)^{\frac{3}{2}})$ except on a set of finite logarithmic measure.

3. The function $e^{-\frac{x}{2}}M(e^y)$ has a limiting distribution $\nu(t)$.

4. Assuming the zeros of the Riemann zeta function are linearly independent over the rationals leads to bounds on the tails of $\nu(t)$. For $V$ large let $B_V = [V, \infty)$ or $(-\infty, -V]$. It is shown that

$$\exp(-c_1 V^{\frac{d}{5}} \exp(c_2 V^{\frac{d}{5}})) \leq \nu(B_V) \leq \exp(-c_3 V^2 \exp(c_4 V^{\frac{d}{5}}))$$

for some effective constants $c_1, c_2, c_3, c_4 > 0$.

5. The true order of $M(x)$ is investigated via the above bounds. It appears that

$$M(x) = \Omega_{\pm}(x^{\frac{1}{2}}(\log \log \log x)^{\frac{5}{4}})$$

is the true lower bound.
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Chapter 1

Introduction

1.1 Prime number races

The main topic of this thesis is the irregularity in the distribution of prime numbers. In the final chapter of Davenport’s Multiplicative Number Theory [11], the author writes, “The principal omission in these lectures has been the lack of any account of work on irregularities of distributions, both of the primes as a whole and of primes in the various progressions to the same modulus $q$.” In the past century, many articles in analytic number theory have been written on this topic. This thesis will employ the techniques of the recent article by Rubinstein and Sarnak [62] to study prime numbers that are described by Chebotarev’s density theorem and to study the summatory function of the Möbius function.

We define the prime counting function

$$\pi(x) = \# \{ p \leq x \mid p \text{ prime} \}$$

and the logarithmic integral

$$\text{Li}(x) = \int_2^x \frac{dt}{\log t}.$$ 

The famous prime number theorem states that

$$\pi(x) \sim \text{Li}(x).$$

This was proven by Hadamard and de la Vallee Poussin in 1896. They proved the theorem in the form

$$\pi(x) = \text{Li}(x) + O \left( x \exp(-c\sqrt{\log x}) \right).$$

where $c$ is some effective constant. For details of this proof see Davenport’s book [11] pp. 115-124. The true size of the error term is something that is still not known.
However, the Riemann Hypothesis implies a better bound on the error. Recall that the Riemann zeta function is defined to be

\[ \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \]

valid for \( \text{Re}(s) > 1 \). This function is holomorphic in the complex plane except at \( s = 1 \) where it has a simple pole. Riemann conjectured that:

**Riemann Hypothesis** (RH). If \( \zeta(\rho) = 0 \) and \( 0 < \text{Re}(\rho) < 1 \) then \( \text{Re}(\rho) = \frac{1}{2} \).

This is one of the most famous unsolved problem in mathematics. If RH is true then

\[ \pi(x) - \text{Li}(x) \ll x^{\frac{1}{2}} \log x. \]

The proof of the prime number theorem was the culmination of a century’s work by many talented mathematicians, including Legendre, Gauss, Chebyshev, and Riemann. The most profound contribution to the solution was the groundbreaking work of Bernhard Riemann. The key techniques used in Hadamard and de la Vallee Poussin’s proof are essentially due to Riemann. Despite the proof of the prime number theorem, there are many things we still do not know about the function \( \pi(x) - \text{Li}(x) \). For instance, it was observed by a young Gauss that \( \pi(x) < \text{Li}(x) \) for small values of \( x \). Here is a small table of values of these functions computed by Deléglise and Rivat [12].

<table>
<thead>
<tr>
<th>( x ) ( \cdot 10^{15} )</th>
<th>( \pi(x) )</th>
<th>( \text{Li}(x) - \pi(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \cdot 10^{15} )</td>
<td>29 844 570 422 669</td>
<td>1 052 619</td>
</tr>
<tr>
<td>2 ( \cdot 10^{15} )</td>
<td>58 478 215 681 891</td>
<td>1 317 791</td>
</tr>
<tr>
<td>3 ( \cdot 10^{15} )</td>
<td>86 688 602 810 119</td>
<td>1 872 580</td>
</tr>
<tr>
<td>4 ( \cdot 10^{15} )</td>
<td>114 630 988 904 000</td>
<td>1 364 039</td>
</tr>
<tr>
<td>5 ( \cdot 10^{15} )</td>
<td>142 377 417 196 364</td>
<td>2 277 608</td>
</tr>
<tr>
<td>6 ( \cdot 10^{15} )</td>
<td>169 969 662 554 551</td>
<td>1 886 041</td>
</tr>
<tr>
<td>7 ( \cdot 10^{15} )</td>
<td>197 434 994 078 331</td>
<td>2 297 328</td>
</tr>
<tr>
<td>8 ( \cdot 10^{15} )</td>
<td>224 792 606 318 600</td>
<td>2 727 671</td>
</tr>
<tr>
<td>9 ( \cdot 10^{15} )</td>
<td>252 056 733 453 928</td>
<td>1 956 031</td>
</tr>
<tr>
<td>1 ( \cdot 10^{16} )</td>
<td>279 238 341 033 925</td>
<td>3 214 632</td>
</tr>
<tr>
<td>2 ( \cdot 10^{16} )</td>
<td>547 863 431 950 008</td>
<td>3 776 488</td>
</tr>
<tr>
<td>3 ( \cdot 10^{16} )</td>
<td>812 760 276 789 503</td>
<td>4 651 601</td>
</tr>
<tr>
<td>4 ( \cdot 10^{16} )</td>
<td>1 075 292 778 753 150</td>
<td>5 538 861</td>
</tr>
<tr>
<td>5 ( \cdot 10^{16} )</td>
<td>1 336 094 767 763 971</td>
<td>6 977 890</td>
</tr>
<tr>
<td>6 ( \cdot 10^{16} )</td>
<td>1 595 534 099 589 274</td>
<td>5 572 837</td>
</tr>
<tr>
<td>7 ( \cdot 10^{16} )</td>
<td>1 853 851 099 626 620</td>
<td>8 225 687</td>
</tr>
<tr>
<td>8 ( \cdot 10^{16} )</td>
<td>2 111 215 026 220 444</td>
<td>6 208 817</td>
</tr>
<tr>
<td>9 ( \cdot 10^{16} )</td>
<td>2 367 751 438 410 550</td>
<td>9 034 988</td>
</tr>
</tbody>
</table>
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It would be tempting to conjecture that the difference $\text{Li}(x) - \pi(x)$ is always positive and perhaps goes to infinity also. It is not known whether Gauss made this conjecture. However, Littlewood [47], with remarkable insight, proved that

$$\pi(x) - \text{Li}(x) = \Omega_{\pm} \left( \frac{x^{\frac{1}{2}} \log \log \log x}{\log x} \right).$$

(Note that the notation $f(x) = \Omega_{+}(g(x))$ means that there exists a positive constant $c$ and an increasing infinite sequence of numbers $x_n$ for $n = 1, 2, \ldots$ such that $f(x_n) > cg(x_n)$ for $n \geq 1$.

Likewise, $f(x) = \Omega_{-}(g(x))$ means that there exists a positive constant $c$ and an increasing infinite sequence of numbers $x_n$ for $n = 1, 2, \ldots$ such that $f(x_n) < -cg(x_n)$ for $n \geq 1$.

The notation $f(x) = \Omega_{\pm}(g(x))$ means that both $\Omega_{+}$ and $\Omega_{-}$ are true.) Littlewood’s result not only implies that this function has an infinite number of sign changes, but it demonstrates how large the function can become. Amazingly, to this day no sign change of $\pi(x) - \text{Li}(x)$ has ever been found. However, large upper bounds for the first sign change have been computed. It is now known that the first sign change of this function is less than $10^{370}$ [59]. Despite Littlewood’s proof, there was still no adequate explanation for why $\text{Li}(x)$ was larger than $\pi(x)$ for small values of $x$. In addition, Littlewood’s result teaches us that no matter how convincing numerical evidence seems, we cannot always believe our intuition.

Similarly, Chebyshev investigated prime numbers modulo four. He noticed that there seem to be more primes congruent to three modulo four than to one modulo four. Define

$$\pi(x; 4, 1) = \# \{ p \leq x \mid p \equiv 1 \mod 4 \} \quad \text{and} \quad \pi(x; 4, 3) = \# \{ p \leq x \mid p \equiv 3 \mod 4 \}.$$
Likewise, we could ask whether $\pi(x; 4, 3) > \pi(x; 4, 1)$ for all real numbers. Littlewood also showed that the difference of these functions has an infinite number of sign changes. The first sign change for $\pi(x; 4, 3) - \pi(x; 4, 1)$ is easily found to be at $x = 26861$. The notion of comparing primes in different arithmetic progressions is called a prime number race. In the above example, we think of 3 and 1 racing each other. The one that is leading the race depends on whether $\pi(x; 4, 3) > \pi(x; 4, 1)$ or $\pi(x; 4, 1) > \pi(x; 4, 3)$. We are interested in knowing which residue class is leading the race most of the time.

The prime number races can be generalized to an arbitrary modulus and to more than two residue classes. Set $q$ to be a fixed modulus and $(a, q) = 1$. We use the notation $\pi(x; q, a) = \#\{p \leq x \mid p \equiv a \mod q\}$. We consider a fixed set of reduced residue classes mod $q$. Suppose these classes are labelled $a_1, a_2, \ldots, a_r$ with $r \leq \phi(q)$. Consider the set,

$\{x \geq 2 \mid \pi(x; q, a_1) > \pi(x; q, a_2) > \cdots > \pi(x; q, a_r)\}$.

We can ask if there are infinitely many integers $x$ that belong to $P_{a_1, a_2, \ldots, a_r}$. In fact, the set $P_{a_1, a_2, \ldots, a_r}$ describes how often the race between the reduced residue classes $a_1, a_2, \ldots, a_r$ has the order of $a_1$ leading $a_2$ leading $a_3$ etc...

In order to study prime number races of the above type it is necessary to work with Dirichlet $L$-functions. For a fixed modulus $q$ we consider $(\mathbb{Z}/q\mathbb{Z})^*$, the group of reduced residue class mod $q$. A character $\chi$ is a group homomorphism $\chi : (\mathbb{Z}/q\mathbb{Z})^* \rightarrow \mathbb{C}^*$. Attached to each character $\chi$, is the Dirichlet $L$-function $L(s, \chi)$. This function is defined by

$L(s, \chi) = \sum_{n=1}^{\infty} \frac{\chi(n \mod q)}{n^s}$

valid for $\text{Re}(s) > 1$. It has a holomorphic continuation to the whole complex plane, except possibly $s = 1$. For more details on this function see [11].

In the 1950’s, Turán and Knapowski investigated versions of the prime number race problem by making various assumptions about the location of the zeros of Dirichlet $L$-functions mod $q$. A major breakthrough was made on this problem in a 1994 article by Rubinstein and Sarnak [62]. Their work depends on the assumption of the Riemann Hypothesis for Dirichlet $L$-functions. The Riemann Hypothesis for all Dirichlet $L$-functions has traditionally been referred to as the Generalized Riemann Hypothesis (GRH). Throughout this thesis, we will loosely refer to the GRH in the context of other $L$-functions. For example, GRH may refer to the Riemann Hypothesis holding
for a set of Artin $L$-functions. The other conjecture Rubinstein and Sarnak assumed is the Linear Independence conjecture.

**Linear Independence conjecture** (LI). Consider all Dirichlet characters $\chi \mod q$. Assume all $L(s, \chi)$ satisfy the Riemann Hypothesis. If all zeros are written as $\frac{1}{2} + i\gamma$ then the imaginary ordinates of the zeros $\gamma \geq 0$ are linearly independent over $\mathbb{Q}$.

Unfortunately, the method employed by Rubinstein and Sarnak makes it very difficult to remove either of these hypotheses. The assumption of the GRH is not too troubling as this is a well-accepted conjecture in mathematics. However, eminent mathematicians such as Littlewood and Turan did not believe the GRH is true. On the other hand, LI is not very well known outside of analytic number theory. In addition, the assumption of LI has only been used very recently. Due to the nature of LI, numerical evidence is very limited.

We also need to define logarithmic density of a set $P$ of positive real numbers. We define

$$\delta(P) = \lim_{X \to \infty} \frac{1}{\log X} \int_{P \cap [2,X]} \frac{dt}{t},$$

if this limit exists. Note that if a set has a natural density, then it will also have a logarithmic density. This follows from partial integration. On the other hand, a logarithmic density does not always guarantee the existence of a natural density. Rubinstein and Sarnak showed, assuming GRH and LI, that $\delta(P_{q,a_1,a_2,...,a_r})$ exists and is non-zero. The existence of a logarithmic density implies that there are infinitely many members of $P_{q,a_1,a_2,...,a_r}$. This gives a conditional solution to the Shanks-Renyi race game. Another interesting aspect of the Rubinstein-Sarnak work is the calculation of a variety of $\delta(P_{q,a_1,a_2})$. For example, they found that $\delta(P_{q,a_1,a_2}) = \frac{1}{2}$ if $a_1$ and $a_2$ are both squares or non-squares mod $q$. If one of the residue classes is a square and the other a non-square, then $\delta(P_{q,a_1,a_2}) \neq \frac{1}{2}$. Using many zeros of certain Dirichlet $L$-functions, Rubinstein and Sarnak computed,

$$\delta(P_{3,2,1}) = 0.9990... \quad \text{and} \quad \delta(P_{4,3,1}) = 0.9959...$$

The computations of these densities is one of the more amusing aspects of their article. These computations demonstrate what Rubinstein and Sarnak have aptly referred to as Chebyshev’s Bias. The high percentages indicate that 3 leads the race modulo 4 most of the time. Although 1 may lead the race, this happens for a much smaller logarithmic percentage of the time. Hence, Chebyshev’s original intuition that there seem to be more primes 3 modulo 4 than 1 modulo 4 is in some sense correct. In Rubinstein-Sarnak, only the densities of two-way races are computed. Recently, Andrey Feuerverger and Greg Martin [20] have developed a formula that enables the computation of prime number races with three or more residue classes. Feuerverger and Martin also use large lists of zeros of Dirichlet $L$-functions to compute logarithmic densities of the $P_{q,a_1,a_2,...,a_r}$ for $r = 2, 3, 4$. The
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primary reason for computing densities of races of greater than two residue classes, is that Rubinstein and Sarnak observed that there is an unexpected asymmetry among these sets. For example, it was expected that if all of $a_1, a_2, \ldots, a_r$ are squares or non-squares then $\delta_{\{a_1, a_2, \ldots, a_r\}} = \frac{1}{r!}$. However, this only occurs for $r = 2$ and one special case for $r = 3$. This asymmetry phenomenon is still not completely understood. Feuerverger and Martin can explain why certain examples of races have either equal or unequal densities.

The purpose of this thesis is to study prime number races, where the primes under consideration cannot be simply described as lying in an arithmetic progression. In particular, we will be considering the following situation. Let $L/K$ be a normal extension of number fields. Let $G = \text{Gal}(L/K)$. In the following notation, $p$ refers to a prime ideal of $\mathcal{O}_K$. Furthermore, the symbol $\sigma_p$ refers to a canonical conjugacy class of $G$ associated to $p$. The exact definition of $\sigma_p$ is explained at the beginning of Chapter Two. Denote a subset of the conjugacy classes of $G$ as $C_1, C_2, \ldots, C_r$. For each conjugacy class $C_i$ set

$$\pi_i(x) = \frac{|G|}{|C_i|} \pi_{C_i}(x) = \frac{|G|}{|C_i|} \# \{p \in \mathcal{O}_K \mid p \text{ unramified, } \mathbb{N}p \leq x \& \sigma_p = C_i\}$$

for $1 \leq i \leq r$. By Chebotarev’s density theorem, observe that $\pi_{C_i}(x) \sim \frac{|G|}{|C_i|} \text{Li}(x)$. Thus, $\pi_i(x) \sim \text{Li}(x)$. Define the subset $P_{L/K;1,2,\ldots,r}$ of $\mathbb{R}$ as

$$P_{L/K;1,2,\ldots,r} = \{x \geq 2 \mid \pi_1(x) > \pi_2(x) > \cdots > \pi_r(x)\}.$$

Under the assumption of RH for Artin $L$-functions and a modification of LI for Artin $L$-functions, we will show that the logarithmic density of these sets exist. Here is the modified version of LI.

**Linear Independence conjecture (LI).** The set of $\gamma > 0$ such that $L(\frac{1}{2} + i\gamma, \chi, L/K) = 0$, for any $\chi$ running over irreducible characters of $\text{Gal}(L/K)$, is linearly independent over $\mathbb{Q}$.

This formulation of LI takes into account the vanishing at $s = \frac{1}{2}$ of some Artin $L$-functions. If we included all $\gamma \geq 0$, then LI would be trivially false if $\gamma = 0$ were in the set. In the next section we will see examples of zeros at the central point. It seems plausible that the imaginary ordinates of the zeros above the real axis are linearly independent.

We will use the following abbreviation

$$\delta_{L/K;1,2,\ldots,r} = \delta(P_{L/K;1,2,\ldots,r}).$$

In showing the existence of $\delta_{L/K;1,2,\ldots,r}$, we work with the zeros of Artin $L$-functions. The major difference between Artin $L$-functions and Dirichlet $L$-functions is that the
holomorphy of the Artin $L$-functions is not yet known. In addition, some Artin $L$-functions have a zero at $s = \frac{1}{2}$. On the other hand, it is widely believed that Dirichlet $L$-functions never vanish at $s = \frac{1}{2}$.

The other type of prime number race considered will occur in the setting of class groups. Let $K$ denote some number field with class group $\mathcal{H}_K$ and class number $h_K = h$. Denote a subset of its ideal classes as $\mathfrak{a}_1, \mathfrak{a}_2, \ldots, \mathfrak{a}_r$. Set

$$\pi_{\mathfrak{a}_i}(x) = \sum_{N_p \leq x, \, p \in \mathfrak{a}_i} 1.$$ 

Note that we have $\pi_{\mathfrak{a}_i}(x) \sim \frac{1}{h} \text{Li}(x)$. Define the subset of $\mathbb{R}^+$ as

$$P_{K;1,2,\ldots,r} = \{ x \geq 2 \mid \pi_{\mathfrak{a}_1}(x) > \pi_{\mathfrak{a}_2}(x) > \cdots > \pi_{\mathfrak{a}_r}(x) \}$$

In this thesis, we will consider a number of specific examples and compute the logarithmic densities for certain prime number races. These examples will attempt to explain when there are biases in the Chebotarev density type prime number races and prime ideal races in the class group setting. The calculation of the densities required the calculation of many zeros of Dirichlet $L$-functions and weight one modular form $L$-functions. These zeros were computed with programs written in C, Fortran, and Maple. The methods of computing the zeros are due to Rumely [63] and Rubinstein [60].

Also, in the class group setting we explain the Chebyshev bias term. When the field under consideration is complex quadratic, we can explain when a certain ideal class wins or loses a race. In the complex quadratic case, we also show that the limiting behaviour of the prime ideals under consideration becomes unbiased as the discriminants of the fields gets larger.

### 1.2 The summatory function of the Möbius function

The final chapter of this thesis is concerned with the average value of the Möbius function. The Möbius function is defined for positive integers $n$ by

$$\mu(1) = 1, \quad \mu(n) = 0 \text{ if } n \text{ is not squarefree,} \quad \mu(n) = (-1)^k \text{ if } n \text{ is squarefree and } n = p_1 \ldots p_k .$$

The summatory function of the Möbius function is defined to be

$$M(x) = \sum_{n \leq x} \mu(n) .$$
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Based on numerical evidence, it was believed by some early number theorists that the bound

$$|M(x)| = \left| \sum_{n \leq x} \mu(n) \right| \leq \sqrt{x}$$

holds for all $x \geq 2$. Mertens verified this for all integers $x \leq 10000$ and made the above conjecture. Later Von Sterneck verified the inequality up to 500,000. Number theorists were particularly interested in the Mertens conjecture since it implies the famous Riemann Hypothesis. Here is a table of values of $M(x)$ computed by Deléglise and Rivat [15]. Note that the Mertens bound is satisfied in all instances.

<table>
<thead>
<tr>
<th>$n$</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M(1 \cdot 10^n)$</td>
<td>-33722</td>
<td>-87856</td>
<td>62366</td>
<td>599582</td>
<td>-875575</td>
<td>-3216373</td>
</tr>
<tr>
<td>$M(2 \cdot 10^n)$</td>
<td>48723</td>
<td>-19075</td>
<td>-308413</td>
<td>127543</td>
<td>2639241</td>
<td>1011871</td>
</tr>
<tr>
<td>$M(3 \cdot 10^n)$</td>
<td>42411</td>
<td>133609</td>
<td>190563</td>
<td>-759205</td>
<td>-2344314</td>
<td>5334755</td>
</tr>
<tr>
<td>$M(4 \cdot 10^n)$</td>
<td>-25295</td>
<td>202631</td>
<td>174209</td>
<td>-403700</td>
<td>-3810264</td>
<td>-6036952</td>
</tr>
<tr>
<td>$M(5 \cdot 10^n)$</td>
<td>54591</td>
<td>56804</td>
<td>-435920</td>
<td>-320046</td>
<td>4865646</td>
<td>11792892</td>
</tr>
<tr>
<td>$M(6 \cdot 10^n)$</td>
<td>-56841</td>
<td>-43099</td>
<td>268107</td>
<td>1101442</td>
<td>-4004298</td>
<td>-14685733</td>
</tr>
<tr>
<td>$M(7 \cdot 10^n)$</td>
<td>7971</td>
<td>111011</td>
<td>-4252</td>
<td>-2877017</td>
<td>-2605256</td>
<td>4195668</td>
</tr>
<tr>
<td>$M(8 \cdot 10^n)$</td>
<td>-1428</td>
<td>-268434</td>
<td>-438208</td>
<td>-99222</td>
<td>3425855</td>
<td>6528429</td>
</tr>
<tr>
<td>$M(9 \cdot 10^n)$</td>
<td>-5554</td>
<td>10991</td>
<td>290186</td>
<td>1164981</td>
<td>7542952</td>
<td>-12589671</td>
</tr>
</tbody>
</table>

However, an interesting paper by Ingham [34] showed that Mertens hypothesis implies that the imaginary ordinates of the zeta function satisfy some linear relations. This result led the experts to believe that it was more likely for the imaginary parts of the zeros of the Riemann zeta function to be linearly independent than for Mertens hypothesis to be true. In 1985, Odlyzko and te Riele [56] proved that the Mertens hypothesis is false. Their techniques used zeros of the zeta function computed to many decimal points. In fact they showed that

$$\liminf_{x \to \infty} \frac{M(x)}{\sqrt{x}} < -1.009 \quad \text{and} \quad \limsup_{x \to \infty} \frac{M(x)}{\sqrt{x}} > 1.06 .$$

In hindsight, we see that it is not plausible to believe the Mertens conjecture. Note that $M(x)$ is closely related to the function $\pi(x) - \text{Li}(x)$ and it also has an explicit formula. If we could prove a result analogous to Littlewood’s omega result, then the Mertens conjecture would be proven false. We should expect $M(x)$ to exhibit similar behaviour to $\pi(x) - \text{Li}(x)$.

Although we now know that the Mertens conjecture is false, we still do not have an example of a number $x$ for which $M(x) > \sqrt{x}$. Pintz has shown that there is an $x < \exp(3.21 \times 10^{64})$ for which the Mertens conjecture fails. This problem is related to the prime number race problem as we know a certain inequality fails infinitely often,
yet we cannot produce a single example of a number demonstrating this falsehood. These types of inconsistencies demonstrate that we are unable to compute primes “large enough” to observe their true behaviour. For computational mathematicians, it still is considered an intriguing problem to find the first counterexample in these type of problems.

A related question to the Mertens conjecture is Pólya’s conjecture. Let $\lambda(n) = (-1)^{\Omega(n)}$ where $\Omega(n)$ is the total number of prime factors of $n$. Like the Mertens conjecture, early numerical evidence suggested that

$$L(x) = \sum_{n \leq x} \lambda(n) \leq 0$$

for all integers $n$. This conjecture would also imply the Riemann Hypothesis. However, Haselgrove gave a numerical disproof of this conjecture in 1958 [29]. In the same article by Ingham it was also shown that Pólya’s conjecture implies that LI is false. It would seem that the disproofs of these conjectures would have laid to rest the mention of these conjectures. However, the behaviour of these types of functions is still not completely understood. The final chapter of this thesis shows that the true nature of these functions depends on the behaviour of the zeros of the zeta function. Another reason to study these conjectures is because of an interesting development concerning automorphic versions of these conjectures made by Ram Murty. His work concerns generalizations of the Pólya conjecture to modular forms. Specifically, consider a cusp form $f(z)$ of weight $k$ for $\Gamma_0(N)$. Assume $f(z)$ is a Hecke eigenform with Fourier expansion at $i\infty$, $f(z) = \sum_{n=1}^{\infty} a_f(n)q^n$. Let $L(s, f)$ be the corresponding normalized $L$-function. In addition, assume $L(s, f)$ has a zero at $s = \frac{1}{2}$ of multiplicity greater or equal to two. Consider sums of the form

$$L_f(x) = \sum_{n \leq x} a_f(n)\lambda(n) .$$

Murty shows that these functions go to infinity as $x$ gets large. In fact, he derives an asymptotic formula for this function assuming certain conditions on the zeros of the corresponding $L$-functions. When the zero vanishes to order less than two, Murty proves that the sum oscillates infinitely often. In this case, it behaves the same as its natural analogue $\sum_{n \leq x} \lambda(n)$. To prove the asymptotic formula, Murty applies a version of a conjecture made by Steve Gonek and Dennis Hejhal on the zeros of the zeta function. It is this same conjecture that will be required in analyzing $M(x)$. The interesting feature of Murty’s result is that it demonstrates that $L$-functions of modular forms do not always behave in the same manner as their classical analogues. Naively, one would have assumed that the sum $\sum_{n \leq x} a_f(n)\lambda(n)$ oscillates infinitely often. Similarly, we discover, in our studies of Chebyshev’s bias in Galois group, that zeros of Artin $L$-functions at the center of the critical strip can also change the “expected” behaviour.
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In Ingham’s article concerning the Mertens and Pólya conjecture he showed that LI implies that
\[ \liminf_{x \to \infty} \frac{M(x)}{\sqrt{x}} = -\infty \quad \text{and} \quad \limsup_{x \to \infty} \frac{M(x)}{\sqrt{x}} = \infty. \]

One of the key topics of the final chapter of this thesis is to show that the assumption of LI suggests that the behaviour of the above functions can be refined. Using techniques from Rubinstein-Sarnak [62] and Montgomery [48] we will study this function in an attempt to find its true size of magnitude. The analysis differs from Rubinstein-Sarnak in that we need to assume deep conjectures about the zeros of the Riemann zeta function. These conjectures appeared in the literature fairly recently and were made independently by Gonek and Hejhal. Without assuming these conjectures, it would appear to be hopeless to investigate \( M(x) \). It will be shown that the Gonek-Hejhal conjecture in conjunction with the Riemann Hypothesis implies that the function \( e^{-\frac{y}{2}}M(e^y) \) has a limiting distribution. This gives a conditional solution to a question posed by Heath-Brown [30]. Surprisingly, the same assumption implies the weak Mertens conjecture. Lastly, we will show that the Gonek-Hejhal conjectures suggest the true lower order of \( M(x) \) is
\[ M(x) = \Omega_{\pm} \left( x^{\frac{1}{2}}(\log \log \log x)^{\frac{5}{4}} \right). \]

This is explained more fully in the final chapter.
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Artin L-Functions

2.1 Introduction

In this section, we will define Artin L-functions and describe some of their crucial properties. The Artin L-functions are the natural analogue of Dirichlet L-functions to number fields. Originally, Artin struggled with giving the correct definition of the Artin L-function. His original definition avoided defining the local factors of the ramified primes. Interestingly, his original definition led him to conjecture and prove the reciprocity law of Class Field Theory. One of the main purposes of Artin L-functions is to describe the distribution of the Frobenius symbol. The Frobenius substitution is significant because it describes how prime ideals split when lifted from a smaller ring of integers to a larger ring of integers.

2.2 The function \( L(s, \rho) \)

Let \( L/K \) be a normal extension of number fields with \( G = \text{Gal}(L/K) \). Let \( \rho : G \to \mathbb{GL}_n(\mathbb{C}) \) be a group representation. Attached to this representation is a meromorphic L-function originally defined by Artin. We now give the details of the definition.

Let \( \mathcal{O}_L \) and \( \mathcal{O}_K \) be the corresponding ring of integers. To each unramified prime ideal \( p \subset \mathcal{O}_K \), let \( q \) be a prime ideal in \( \mathcal{O}_L \) such that \( q \) lies over \( p \). Define the decomposition group as \( D_q = \{ \sigma \in G | \sigma q = q \} \). There exists a canonical map from \( D_q \) to \( \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p) \). Note that if we set \( q = Np = p^m \) then \( \mathcal{O}_K/p \) can be identified with \( \mathbb{F}_q \) the field of \( q \) elements. Furthermore, if \( [\mathcal{O}_L/q : \mathcal{O}_K/p] = f \), then we can think of \( \mathcal{O}_L/q \) as \( \mathbb{F}_{q^f} \). Therefore, we can regard \( \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p) \) as \( \text{Gal}(\mathbb{F}_{q^f}/\mathbb{F}_q) \). By Galois theory we know that this group is cyclic of order \( f \). In fact, it is generated by the element \( \tau_q : x \to x^q \) for \( x \in \mathbb{F}_{q^f} \). The canonical map from \( D_q \) to \( \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p) \) is defined by sending \( \sigma \to \overline{\sigma} \) where \( \overline{\sigma}(x + q) = \sigma(x) + q \). This is a well-defined map and it can be shown that it is surjective (see Lang pp. 15-16 [45]). Define the inertia group to be \( I_q = \ker(D_q \to \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p)) \). \( I_q \) can be described as
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\( I_q = \{ \sigma \in G \mid \sigma(x) \equiv x \mod q, \forall x \in \mathcal{O}_L \} \). If \( p \) is unramified, then \( I_q = 1 \) and we have \( D_q \cong \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p) \). The Frobenius element \( \sigma_q \) is defined to be the element of \( D_q \) that maps to \( \tau_q \) under this isomorphism. Now define the Frobenius substitution attached to \( p \) to be the conjugacy class

\[ \sigma_p = \{ \sigma_q \mid q \text{ divides } p \} \].

The Frobenius substitution is of fundamental importance in algebraic number theory. It gives information on how the prime \( p \) factors in the larger ring \( \mathcal{O}_L \). We can now define the unramified factors of \( L(s, \rho) \).

\[ L_{ur}(s, \rho, L/K) = \prod_{p \text{ unramified}} (\det(I_n - \rho(\sigma_p)(Np)^{-s})^{-1}) \]  \hspace{1cm} (2.1)

Observe that this definition is well defined. In fact, it suffices to replace the term \( \rho(\sigma_p) \) by \( \rho(\sigma_q) \) for any \( q \) dividing \( p \). This term is well defined, since any other prime \( q' \) would produce a conjugate element \( \sigma_{q'} \). However, by the elementary determinant property, \( \det(X) = \det(YXY^{-1}) \), the local factors are the same. The most subtle part in defining the Artin L-function is at the local factors of the ramified primes. The problem is that the inertia group is non-trivial in this situation. In fact, we have for \( q \) lying above \( p \)

\[ D_q/I_q \cong \text{Gal}(\mathcal{O}_L/q/\mathcal{O}_K/p). \]

We can now define \( \sigma_q \) to be the element of the quotient \( D_q/I_q \) that maps to the generator \( \tau_q \). Notice that \( \sigma_q \) is no longer an element of the Galois group \( G \), but a coset of \( I_q \). For this reason we no longer work with the vector space \( V = \mathbb{C}^n \). Define a new vector space

\[ V^{I_q} = \{ x \in V \mid \rho(\sigma)x = x \ \forall \sigma \in I_q \} \].

This is the subspace of \( I_q \) invariants. We now define the ramified part as

\[ L_{ram}(s, \rho, L/K) = \prod_{p \text{ ramified}} (\det_{V^{I_q}} (I - \rho(\sigma_q)|V^{I_q}|Np)^{-s})^{-1}. \]  \hspace{1cm} (2.2)

In the above equation, \( I \) is the identity map on \( V^{I_q} \). Also, \( \rho(\sigma_q)|V^{I_q} \) does not depend on the element in the coset of \( \sigma_q \). This is because we are now working in the vector space \( V^{I_q} \) which consists of elements fixed by \( I_q \). Consequently, nothing is changed if you shift by an element of \( I_q \).

Finally, we can define the Artin L-function \( L(s, \rho, L/K) \) as

\[ L(s, \rho, L/K) = L_{ur}(s, \rho, L/K)L_{ram}(s, \rho, L/K). \]

Note: If we fix the fields \( L \) and \( K \), we abbreviate \( L(s, \rho, L/K) \) to \( L(s, \rho) \). Furthermore, if we denote the character attached to \( \rho \) as \( \chi = \text{Tr}\rho \), we also write \( L(s, \chi, L/K) \).
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and $L(s, \chi)$ in place of the above functions.

In analytic number theory, it is convenient to "complete" the $L$-function under consideration. This means you include gamma-factors and a conductor term of the form $Q^s$ for some positive real number $Q$. The completed function will then satisfy a nice functional equation relating the Artin $L$-function's value at the points $s$ with the contragradient Artin $L$-function at the point $1 - s$. We will now define the completed function $\Lambda(s, \chi)$. It will have the form

$$\Lambda(s, \chi) = A(\chi) \hat{\gamma}_\chi(s) L(s, \chi)$$

where $A(\chi)$ is some real number and $\gamma_\chi(s)$ is the product of gamma factors.

Recall that the finite primes of $K$ are the prime ideals of $\mathcal{O}_K$. The infinite primes correspond to embeddings of $K$ into $\mathbb{C}$. A real infinite prime is a real embedding $\sigma_v : K \to \mathbb{R}$ and a complex infinite prime is a pair of complex conjugate embeddings $\sigma_v, \sigma'_v : K \to \mathbb{C}$ and $\sigma_v \neq \sigma'_v$. To each real infinite prime $\sigma_v$ we associate a real Archimedean valuation $v$ of $K$ and to each pair of complex infinite primes $\sigma_v$ and $\sigma'_v$ we associate a complex Archimedean valuation. Let $\gamma(s) = \pi^{-\frac{s}{2}} \Gamma \left( \frac{s}{2} \right)$. The gamma factor $\gamma_\chi$ is defined as a product $\gamma_\chi(s) = \prod_v \gamma_\chi^v(s)$ where $v$ runs over the archimedean valuations corresponding to the infinite primes. If $v$ is complex, set $\gamma_\chi^v(s) = (\gamma(s) \gamma(s + 1))^{\chi(1)}$. On the other hand, if $v$ is real, let $w$ be a valuation of $L$ extending $v$. Attached to $w$ is the decomposition group $G(w) = \{ \sigma \in G \mid \sigma w = w \}$. In fact, it is shown in [39] that $G(w) \cong \text{Gal}(L_w/K_v)$. Since $K_v = \mathbb{R}$ and $L_w = \mathbb{R}$ or $\mathbb{C}$, $G(w)$ has order 1 or 2. Let $\sigma_w$ be the generator of $G(w)$. This is analogous to the Frobenius substitution at the finite primes. Now $\rho(\sigma_w)$ acts on $V$ with eigenvalues $+1$ and $-1$. Thus $V$ has a decomposition into eigenspaces $V = V^+_w \oplus V^-_w$. Now set $\gamma_\chi^v(s) = \gamma(s)^{\dim V^+_w} \gamma(s + 1)^{\dim V^-_w}$. This completes the definition of the gamma factors.

Let $\gamma_\chi(s)$ denote the gamma factors in the completed Artin $L$-function. Tate expresses this in the following convenient form. Let $r_2$ denote the number of complex places of $K$ and set

$$a_1 = a_1(\chi) = \sum_{v \text{ real}} \dim V^{D_v}_v$$

$$a_2 = a_2(\chi) = \sum_{v \text{ real}} \text{codim} V^{D_v}_v = \sum_{v \text{ real}} \text{codim} V^{D_v}_v$$

$$n_K = [K : \mathbb{Q}] = \frac{1}{\chi(1)} (a_1(\chi) + a_2(\chi) + 2r_2\chi(1))$$

then

$$\gamma_\chi(s) = 2^{r_2\chi(1) + 1 - s} . \pi^{-\frac{a_2}{2}} \cdot \Gamma \left( \frac{s}{2} \right)^{a_1} \cdot \Gamma \left( \frac{1 + s}{2} \right)^{a_2}.$$
This form of the gamma factors term makes it convenient to observe where the trivial zeros of the Artin $L$-function $L(s, \chi)$ are. Note that $\Gamma(s)$ has simple poles at $s = 0, -1, -2, -3, \ldots$, $\Gamma\left(\frac{s}{2}\right)$ has simple poles at $s = 0, -2, -4, -6, \ldots$, and $\Gamma\left(\frac{s + 1}{2}\right)$ has simple poles at $s = -1, -3, -5, \ldots$. Combining these facts and applying the functional equation shows that $L(s, \rho, L/K)$ has trivial zeros at $s = -2k$ for $k \geq 0$ of order $a_1 + r_2\chi(1)$. Likewise, $L(s, \rho, L/K)$ has a zero at $s = -(2k + 1)$ for $k \geq 0$ of order $a_2 + r_2\chi(1)$.

Finally, we need to define the term $A_\chi$. Let $p$ be a prime ideal in $O_K$. Let $q$ be a prime ideal of $O_L$ dividing $p$. Consider $\{G_i(q)\}$, $i \geq 0$, the ramification groups of $G$ relative to $q$. They are defined as $G_i(q) = \{\sigma \in G \mid \sigma(x) \equiv x \mod q^{i+1}, \forall x \in O_L\}$ for each $i \geq 0$. Note that they form a decreasing sequence of normal subgroups $G_0 \supseteq G_1 \supseteq G_2 \supseteq G_3 \ldots$.

In addition, $G_0(q)$ equals the inertia group $I_q$ and it also known that for $i$ large enough $G_i = 1$. Let $g_i = |G_i|$. Define the rational number $n(\chi, p)$ attached to $p$ by

$$n(\chi, p) = \sum_{i=0}^{\infty} \frac{g_i}{g_0} \text{codim} V^{G_i}.$$

In fact, it is a theorem due to Artin, that $n(\chi, p)$ is an integer. Also, if $p$ is an unramified prime ideal, $n(\chi, p) = 0$. We now define an ideal in $O_K$ called the Artin conductor $f(\chi, L/K)$. It is defined as

$$f(\chi, L/K) = f(\chi) = \prod_p p^{n(\chi, p)}.$$

Observe that the above product is only over the ramified prime ideals. We now define $A_\chi$ as follows:

$$A_\chi = |d_K|^{\chi(1)} N_{K/Q}(f(\chi)).$$

Here $d_K$ denotes the absolute discriminant of $K$ and $N_{K/Q}$ is the norm map. This completes the definition of the Artin $L$-function.

Brauer, using representation theoretic arguments, proved the Artin $L$-function is meromorphic and has a functional equation.

**Brauer’s Induction Theorem 2.2.1** Let $\Lambda(s, \chi) = A_\chi^{\frac{s}{2}} \gamma_\chi(s)L(s, \chi)$ for $\text{Re}(s) > 1$. Then $\Lambda(s, \chi)$ has a meromorphic continuation to all of $\mathbb{C}$. Also, it satisfies the functional equation

$$\Lambda(1 - s, \chi) = W(\chi)\Lambda(s, \overline{\chi})$$

for all $s \in \mathbb{C}$ and $W(\chi)$ is a number of absolute value one. $W(\chi)$ is known as the root number.

**Proof** See [31] pp. 223-225.
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2.3 Properties of Artin L-functions

Although the Dirichlet series expansion of the Artin L-function is quite mysterious, it is possible to give a more concrete expression for \( \log L(s, \rho) \).

**Proposition 2.3.1**

\[
\log L(s, \rho) = \sum_{p \in \mathcal{O}_K} \sum_{m=1}^{\infty} \frac{\chi(p^m)}{mN(p)^m}
\]

*Note: In the above sum, \( \chi(p^m) \) is well-defined for \( p \) unramified. If \( p \) is ramified, then let \( q \mid p \) and \( \chi(p^m) = \frac{1}{|q|} \sum_{\tau \in I_q} \chi(q^m \tau) \).*

**Proof**

Let \( n = \dim(\rho) \). Then for an unramified prime \( p \), consider the matrix \( \rho(\sigma_p) \). Let its eigenvalues be \( \lambda_i(p) \) for \( i = 1 \leq n \). Then,

\[
\det(I_n - N(p)^{-s} \rho(\sigma_p)) = \prod_{i=1}^{n} (1 - \lambda_i(p)N(p)^{-s})
\]

Therefore, taking logarithms we obtain,

\[
\log(\det(I_n - N(p)^{-s} \rho(\sigma_p))^{-1}) = \sum_{i=1}^{n} \sum_{m=1}^{\infty} \frac{\lambda_i(p)^m}{mN(p)^{ms}} = \sum_{m=1}^{\infty} \frac{\chi(p^m)}{mN(p)^{ms}}.
\]

The argument for the ramified primes is analogous. \( \square \)

Here are some of the key properties of Artin L-functions.

**Theorem 2.3.2**

(a) \( L(s, \chi, L/K) \) is regular for \( \text{Re}(s) > 1 \).

(b) \( L(s, 1, L/K) = \zeta_K(s) \) where 1 is the trivial representation.

(c) \( L(s, \chi_1 + \chi_2, L/K) = L(s, \chi_1, L/K)L(s, \chi_2, L/K) \)

(d) \( L(s, \text{Ind}_H^G \chi, L/K) = L(s, \chi, L/L^H) \) where \( H \) is a subgroup of \( G \) and \( L^H \) is the corresponding fixed field.

(e) Let \( H \) be a normal subgroup of \( G \). \( \rho' \) is a representation of the factor group \( G/H \) and \( \rho \) is the corresponding representation of \( G \) given by composition with projection. If \( \chi \) and \( \chi' \) are the corresponding characters, we have \( L(s, \chi', L^H/K) = L(s, \chi, L/K) \).

(f) \( \zeta_L(s) = \prod_{\chi \in \text{Irr}(G)} L(s, \chi, L/K)^{\chi(1)} \).

**Proof**

(a) Follows from noticing that

\[
|L(s, \chi)| \ll \zeta_K(\sigma)^{\chi(1)}.
\]
(b) Follows directly from the definition of an Artin $L$-function.

c) By the Dirichlet series expansion of $\log L(s, \chi)$, it is clear that

$$\log L(s, \chi_1 + \chi_2) = \log L(s, \chi_1) + \log L(s, \chi_2).$$

Taking exponentials gives the expression.


e) See Heilbronn [31] p. 221.

(f) Consider the regular representation $\text{reg}_G : \text{Gal}(L/K) \to \mathbb{G}L_n(\mathbb{C})$ where $n = |G|$. From representation theory, there is the decomposition

$$\text{reg}_G = \sum \chi \chi(1)\chi.$$

Also, by definition of induction of a representation, $\text{reg}_G = \text{Ind}_e^G 1$ where $e$ is the identity element of $G$ and $1$ is the trivial representation of $e$. Hence we obtain by properties (d) and (e) above,

$$\prod \chi L(s, \chi, L/K)_{\chi(1)} = L(s, \text{reg}_G, L/K) = L(s, \text{Ind}_e^G 1, L/K) = L(s, 1, L/L) = \zeta_L(s).$$

In the 1920’s Takagi and Artin made innovations in algebraic number theory by proving the main theorems in class field theory. Class field theory is particularly significant as it connects the theory of abelian Galois extensions and generalized ideal class groups. In particular, class field theory helps explain what a one dimensional Artin $L$-function is. In fact, a one dimensional Artin $L$-function can be interpreted as a Hecke $L$-function attached to some ray class group. This is significant since Hecke and Tate gave proofs of the holomorphy for these $L$-functions. In class field theory, the Artin map plays a significant role. Given a normal abelian extension $L/K$ consider a prime $p \subset O_K$ relatively prime to some modulus $m$ of $K$. We get a map from the set of primes in $K$ to $\text{Gal}(L/K)$ by considering the Frobenius element $\sigma_p$. This induces by multiplicativity a map

$$\Phi_m : I_K(m) \to \text{Gal}(L/K)$$

from the fractional ideals of $K$ prime to $m$ to the Galois group. The first theorem of class field theory shows that $\Phi_m$ is a surjective map. In addition, if the finite primes dividing $m$ are sufficiently large, then $\ker(\Phi_m)$ is a congruence subgroup for $m$. That is,

**Theorem 2.3.3 Abelian Reciprocity Law** Suppose $L/K$ is an abelian extension of number fields. Let $\chi$ be a one-dimensional representation of $G = \text{Gal}(L/K)$. There exists a modulus $f = f(L/K)$ divisible by all ramified primes (finite and infinite) such that $I_K(f)/\ker(\Phi(f)) \cong \text{Gal}(L/K)$.
Chapter 2. Artin L-Functions

Under the above isomorphism, we define a character $\psi$ of the class group by $\psi(p) = \chi(\sigma_p)$ for $p$ relatively prime to $\mathfrak{f}$. Then

$$L(s, \chi) = L(s, \psi)$$

where the latter function is the Hecke $L$-function attached to the generalized ideal class group. The abelian reciprocity law is a very deep theorem in number theory. As shown above, it gives a description of all one-dimensional Artin $L$-functions. It is called the abelian reciprocity law because it is known to reduce to the classical reciprocity laws in many cases. For example, quadratic and cubic reciprocity are consequences of the above theorem.

Abelian reciprocity describes one-dimensional Artin $L$-functions. In the last century, one of the major trends in representation theory and number theory has been to understand two and larger dimensional Artin $L$-functions. In general, little is known about these higher dimensional Artin $L$-functions. However, for irreducible odd two-dimensional representations of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ there is an almost complete description of all such Artin $L$-functions. This is mostly due to groundbreaking work of Robert Langlands. Consider a continuous, odd, irreducible representation

$$\rho : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}_2(\mathbb{C})$$

Such a representation is odd when $\det\rho(c) = -1$ where $c$ is a complex conjugation element of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. Consider the group $G = \text{Im}(\rho)$. This is a finite subgroup of $\text{GL}_2(\mathbb{C})$. Denote the image of $G$ in $\text{PGL}_2(\mathbb{C}) = \text{GL}_2(\mathbb{C})/\mathbb{C}^\ast$ as $PG$. All subgroups of $\text{PGL}_2(\mathbb{C})$ have been classified and $G$ is isomorphic to one of the following groups:

$$PG \cong \begin{cases} 
\text{Dihedral group } D_n \text{ of order } 2n \ (n \geq 2), \\
\text{Alternating group } A_4, \\
\text{Symmetric group } S_4, \\
\text{Alternating group } A_5.
\end{cases}$$

(There are also cyclic subgroups of $\text{PGL}_2(\mathbb{C})$, however an irreducible representation excludes this possibility). Although the above extension is infinite, we are actually considering the Artin $L$-function $L(s, \rho)$ of the finite extension $L = \overline{\mathbb{Q}}^{\ker \rho}/\mathbb{Q}$. In this case, the completed $L$-function has the form

$$\Lambda(s, \rho) = A(\rho)^{s/2}(2\pi)^{-s}\Gamma(s)L(s, \rho)$$

where $A(\rho)$ is the Artin conductor. Hecke showed that if $PG \cong D_n$, then $L(s, \rho)$ is holomorphic. In the dihedral case, it can be written as a linear combination of theta series (see [1] for a very precise description). When $PG \cong A_4$, Langlands showed that $L(s, \rho)$ is holomorphic. This is a very deep result and used powerful techniques from representation theory. Tunnell extended Langlands techniques to the $S_4$ case.
However, the holomorphy of $L(s, \rho)$ in the $A_5$ case remains an open problem. Joe Buhler [5] gave a proof of one $A_5$ example of Artin conductor 800 being holomorphic in his Ph.D. dissertation. There are now more examples of holomorphic Artin $L$-functions in the $A_5$ case (see [24]). Recently, Kevin Buzzard and Richard Taylor have made some advances on this problem. Although we know that in most cases the two-dimensional irreducible Artin $L$-functions are most likely holomorphic, this does not describe their exact nature. Weil introduced the idea of twisting $L$-functions by a linear character. Suppose a representation satisfies the following:

**Condition A**

There exists a positive integer $M$ such that, for all one-dimensional linear representations $\chi$ of $G$ with conductor prime to $M$, $\Lambda(s, \rho \otimes \chi)$ is holomorphic function of $s$ for $s \neq 0, 1$

If an Artin $L$-function satisfies the above condition then the function is related to a certain weight one modular form. This is described precisely:

**Weil-Langlands Theorem 2.3.4** Let $\rho$ be an irreducible two-dimensional complex linear representation of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ with conductor $N$ and $\epsilon = \det(\rho)$ odd. Assume that $\rho$ satisfies Condition A. Suppose $L(s, \rho) = \sum_{n=1}^{\infty} a_n n^{-s}$, and let $f(z) = \sum_{n=1}^{\infty} a_n q^n$. Then $f$ is a normalized newform of weight one on $\Gamma_0(N)$ and character $\epsilon$.

This theorem applies to those representations of type $D_n$, $S_4$, and $A_4$. On the other hand, Serre and Deligne proved a sort of converse to the above theorem.

**Theorem 2.3.5 (Serre-Deligne)** Let $f$ be a normalized newform on $\Gamma_0(N)$ of type $(1, \epsilon)$. Then there exists an irreducible two-dimensional complex linear representation $\rho$ of $G_{\mathbb{Q}}$ such that $L_f(s) = L(s, \rho)$. Further, the conductor of $\rho$ is $N$, and $\det(\rho) = \epsilon$.

Abelian reciprocity and Langland’s visionary work on two-dimensional Artin $L$-functions suggest that Artin $L$-functions are in fact holomorphic. This conjecture was made in Artin’s original paper on these $L$-functions.

**Artin’s Holomorphy Conjecture (AC)** Let $L/K$ be normal with Galois group $G$. If $\rho$ is a non-trivial irreducible representation of $G$, then $L(s, \rho)$ is a holomorphic function.

The Artin conjecture is one of the famous unsolved problems of number theory. This conjecture has many significant applications. For example, it gives an improvement in the error term of the effective Chebotarev density theorem.
Chapter 2. Artin L-Functions

2.4 Analytic properties of Artin L-functions

2.4.1 Hadamard factorization

If we assume Artin’s holomorphy conjecture, we can obtain analytic results for Artin L-functions which are analogous to similar properties of Dirichlet L-functions. We have the following product formula.

**Theorem 2.4.1.1** Assume $L(s, \chi, L/K)$ is holomorphic for $\chi \neq 1$. Let $\Lambda(s, \chi)$ be the extended Artin L-function. Then we have the factorization

$$\Lambda(s, \chi) = (s(s-1))^{-\delta(\chi)} \exp(\alpha_\chi s + \beta_\chi s) \prod_{\rho} \left(1 - \frac{s}{\rho}\right) e^{\frac{s}{\rho}}$$

where $\rho$ ranges over all non-trivial zeros of $L(s, \chi)$. $\alpha_\chi$ and $\beta_\chi$ are constants depending on $\chi$.

**Corollary 2.4.1.2** The constant $\beta_\chi$ can be expressed in terms of the zeros by the expression

$$\text{Re}(\beta_\chi) = -\text{Re} \sum_{\rho} \frac{1}{\rho}$$

**Proof** Observe that $\Lambda(s, \chi) = \Lambda(\overline{s}, \overline{\chi})$. Taking logarithmic derivatives leads to

$$\frac{\Lambda'}{\Lambda}(s, \chi) = \frac{\Lambda'}{\Lambda}(\overline{s}, \overline{\chi}).$$

In addition, taking the logarithmic derivative of the functional equation for $\Lambda$ implies

$$\frac{\Lambda'}{\Lambda}(s, \chi) = -\frac{\Lambda'}{\Lambda}(1 - s, \overline{\chi}).$$

Substituting $s = \frac{1}{2}$ into the two equations and adding shows that

$$\text{Re} \frac{\Lambda'}{\Lambda} \left(\frac{1}{2}, \chi\right) = 0.$$  

Also, if $\rho$ is a zero in the critical strip, then $1 - \overline{\rho}$ is a zero too. Consequently,

$$\text{Re} \sum_{\rho} \left(\frac{1}{2} - \rho\right)^{-1} = 0$$
by grouping the terms $\rho$ and $1-\rho$. Taking the logarithmic derivative of the Hadamard factorization and evaluating at $s = \frac{1}{2}$ yields

$$\frac{\Lambda'}{\Lambda} \left( \frac{1}{2}, \chi \right) = \beta \chi + \sum_{\rho} \left( \frac{1}{2} - \rho \right)^{-1} + \sum_{\rho} \frac{1}{\rho}. $$

Taking the real part of this equation and applying the previous two equations implies the final result.

2.4.2 A bound for $L'(1, \rho)$

It was noted in [62] that for a Dirichlet $L$-function $L(s, \chi)$ where $\chi$ is a character of conductor $q$, $L'(1, \chi) \ll \log \log q$. In this section, we will prove the analogous statement for Artin $L$-functions. The proof is analogous to the one for Dirichlet $L$-functions and follows Littlewood’s original idea. We will require some lemmas.

Lemma 2.4.2.1 Let $\epsilon > 0$, $\rho : \text{Gal}(L/K) \to \mathbb{GL}_n(\mathbb{C})$ a non-trivial group representation. Assuming RH and AC for $L(s, \rho)$

$$\left| \frac{L'}{L}(s, \rho) \right| \ll \epsilon (n_K \chi(1) \log(|t| + 2) + \log A(\rho))$$

for $\frac{1}{2} + \epsilon < \text{Re}(s) \leq 2$, where the implied constant depends on $\epsilon$ and $A(\rho) = d_K^{\chi(1)} N_{K/Q}(f(\rho))$.

Proof By a lemma proven later in this thesis (Lemma 3.4.5)

$$\left| \frac{L'}{L}(s, \rho) - \sum_{\rho, |\gamma-t| \leq 1} \frac{1}{s-\rho} \right| \ll (n_K \chi(1) \log(|t| + 2) + \log A(\rho))$$

for $s = \sigma + it$ with $-\frac{1}{4} \leq \sigma \leq 3$, $|s| \geq \frac{1}{8}$. Now restrict $s$ to the range $\frac{1}{2} + \epsilon \leq \sigma \leq 2$. In the sum over $\rho$ we have

$$|s-\rho| = |(\sigma - \frac{1}{2}) + it - \gamma| \geq \epsilon$$

and hence

$$\left| \sum_{\rho, |\gamma-t| \leq 1} \frac{1}{s-\rho} \right| \leq \epsilon^{-1} \sum_{\rho, |\gamma-t| \leq 1} 1 \ll \epsilon^{-1} (n_K \chi(1) \log(|t| + 2) + \log A(\rho)).$$

where the last inequality is Lemma 3.4.3. Combining the two estimates proves the lemma. □.
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**Lemma 2.4.2.2** Let \( \epsilon > 0 \), \( 0 < y \leq 1 \), and \( \rho : \text{Gal}(L/K) \to \text{GL}_n(\mathbb{C}) \) a group representation. Assuming the Riemann Hypothesis for \( L(s, \rho) \) and Artin’s conjecture we have

\[
\frac{L'}{L}(1, \rho) + \sum_{p^m} \frac{\chi(\sigma_p^m) \log(Np)}{Np^m} e^{-Np^m} \ll \epsilon y^{\frac{1}{2} - \epsilon} n_K \chi(1) \log A(\rho).
\]

**Proof** For \( y > 0 \) and \( n \) a positive integer, consider the identity

\[
e^{-ny} = \frac{1}{2\pi i} \int_{(2)} n^{-z} y^{-z} \Gamma(z) dz.
\]

Replacing \( n \) by \( Np^m \) and summing over all prime powers, we obtain

\[
\sum_{p^m} \frac{\chi(\sigma_p^m) \log(Np)}{Np^m} e^{-Np^m y} = \frac{1}{2\pi i} \int_{(-\frac{1}{2} + \epsilon)} L'(1 + z, \rho) y^{-z} \Gamma(z) dz
\]

valid for \( y > 0 \). Moving the contour to the left introduces an extra term from the pole at \( z = 0 \) of the gamma function. Hence,

\[
\frac{L'}{L}(1, \rho) + \sum_{p^m} \frac{\chi(\sigma_p^m) \log(Np)}{Np^m} e^{-Np^m y} = \frac{1}{2\pi i} \int_{(-\frac{1}{2} + \epsilon)} \frac{L'}{L}(1 + z, \rho) y^{-z} \Gamma(z) dz
\]

where \( y > 0 \) and \( \epsilon \) a small positive number. The right hand side can be bounded by the preceding lemma.

\[
\text{RHS} \ll \int_{-\infty}^{\infty} \left| \frac{L'}{L}(1 + z, \rho) \right| y^{\frac{1}{2} - \epsilon} \left| \Gamma\left(\frac{1}{2} + \epsilon + it\right)\right| \, dt \ll \epsilon \chi(1) y^{\frac{1}{2} - \epsilon} \log A(\rho).
\]

This completes the lemma. \( \square \)

**Proposition 2.4.2.3** Let \( \rho : \text{Gal}(L/K) \to \text{GL}_n(\mathbb{C}) \) a group representation and \( L(s, \rho) \) the corresponding Artin L-function. Assuming RH and AC we have

\[
\left| \frac{L'}{L}(1, \rho) \right| \ll n_K \chi(1) \log \log(A(\rho)).
\]

**Proof** Let \( x \) be a free parameter. By the preceding lemma, it suffices to estimate

\[
\Sigma = \sum_{p^m} \frac{\chi(\sigma_p^m) \log(Np)}{Np^m} e^{-Np^m y} = \sum_{Np \leq x} + \sum_{Np > x} + \sum_{Np^m, m \geq 2} \left( \frac{\chi(\sigma_p^m) \log(Np)}{Np^m} e^{-Np^m y} \right)
\]

(2.4)
upon an appropriate choice of $y$. Denote the three sums as $\Sigma_1$, $\Sigma_2$, and $\Sigma_3$ respectively. We obtain

$$\Sigma_1 \leq \chi(1) \sum_{Np \leq x} \frac{\log(Np)}{Np} e^{-Npy} \leq n_K \chi(1) \sum_{p \leq x} \frac{\log p}{p} e^{-py}$$

< $n_K \chi(1) \sum_{p \leq x} \frac{\log p}{p} \leq n_K \chi(1) \log x$  \hspace{1cm} (2.5)

since $\sum_{p \leq x} \frac{\log p}{p} = \log x + O(1)$ (see Davenport [11] p. 57). Set $P(t) = \sum_{p \leq t} \frac{\log p}{p}$ and $\phi(t) = e^{-ty}$. By partial summation, this implies

$$\Sigma_2 \leq n_K \chi(1) \sum_{p > x} \frac{\log p}{p} e^{-py} \leq n_K \chi(1) \left( P(x) e^{-xy} + y \int_x^\infty P(t) e^{-ty} dt \right)$$

$$\ll n_K \chi(1) \left( \log x e^{-xy} + y \int_x^\infty \log t e^{-ty} dt \right).$$

(2.6)

Integrating by parts, the integral is bounded by $\frac{\log x}{ye^{xy}} + \frac{1}{xy e^{xy}}$. This leads to

$$\Sigma_2 \ll n_K \chi(1) \left( \frac{\log x}{e^{xy}} + \frac{\log x}{e^{xy}} + \frac{1}{xy e^{xy}} \right).$$

Assume that $x$ and $y$ are chosen such that $xy \gg 1$. Thus, $\Sigma_2 \ll n_K \chi(1) \log x$. Finally, we bound $\Sigma_3$:

$$\Sigma_3 \leq n_K \chi(1) \sum_{pm^m, m \geq 2} \frac{\log p}{p^m} e^{-py} \leq n_K \chi(1) \sum_{pm^m, m \geq 2} \frac{\log p}{p^m} = n_K \chi(1) \sum_{p} \frac{\log p}{p(p-1)} \ll n_K \chi(1).$$

Combining the three estimates shows that

$$\Sigma \ll n_K \chi(1) \log x$$

subject to $xy \gg 1$. Let $\epsilon$ be a fixed positive number (One can take, for example, $\epsilon = \frac{1}{10}$). By the preceding proposition, we now have

$$\left| \frac{L'}{L}(1, \rho) \right| \ll y^{\frac{1}{2} - \epsilon} n_K \chi(1) \log A(\rho) + n_K \chi(1) \log x.$$
2.5 Examples of $L(\frac{1}{2}, \rho) = 0$

The first appearance of an Artin L-function with a zero at $s = \frac{1}{2}$ occurred in a paper written by Armitage [2]. His example was a degree twelve extension $L/K$ where $[K : \mathbb{Q}] = 4$. The reason this function has a zero is because of a minus one root number. Later Serre discovered a simpler example. His example was an extension $K/\mathbb{Q}$ of degree eight. Serre never published this result, however there are references in the literature to his example. Works by Chowla [6], Friedlander [21], and Fröhlich [22] refer to this example. Friedlander wrote a short paper giving an application to certain fields whose Dedekind zeta functions have a zero at $s = \frac{1}{2}$. For these fields he gave an effective lower bound to the class number in terms of the field discriminant. Serre’s example has Galois group $H_8$, the quaternion group. Here is Serre’s example. Let $K = \mathbb{Q}(\sqrt{5}, \sqrt{41})$, $\theta = \frac{5+\sqrt{5}+\sqrt{41}+\sqrt{205}}{2}$ and consider $L = K(\sqrt{\theta})$. One of the reasons that the group $H_8$ is studied in this context is because it has a real symplectic character. In fact, a real character has Artin root number equal to $\pm 1$. However, Serre proved that for the orthogonal real characters the root number equals one. Thus the initial search for Artin L-functions was amongst quaternion groups. Later Fröhlich proved that there are infinitely many normal extensions $N/\mathbb{Q}$ with Galois group $H_8$ and Artin root number $W_N = -1$. Serre and Armitage had noticed that these extensions had $W_N = -1$ precisely when $\mathcal{O}_N$ did not have a normal integral basis. (A normal integral basis contains an element $x \in \mathcal{O}_N$ such that the elements $\sigma(x)$ where $\sigma \in H_8$ form an integral basis of $\mathcal{O}_N$). Subsequently, Fröhlich [22] proved this result for tamely ramified extensions $N$. 
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3.1 Frobenius’ theorem

Frobenius’ theorem is a precursor to Chebotarev’s density theorem. Frobenius proved his theorem in 1880 and later published it in 1896. In that paper, Frobenius conjectured Chebotarev’s density theorem. Before we state Frobenius’ theorem, we present a numerical example that illustrates the result. Consider the polynomial $f(x) = x^4 + x - 1$. Let $L_f$ be the splitting field of $f$ over $\mathbb{Q}$. Its polynomial discriminant is $d_f = -283$. Moreover, the resolvent cubic is the irreducible polynomial $g(x) = x^3 + 4x + 1$. Since the resolvent cubic is irreducible and $d_f$ is not a square, $\text{Gal}(L_f/\mathbb{Q}) \cong S_4$ (See [19] pp. 527-529 for more details). We factor $f(x)$ modulo $p$ for some small prime numbers. The possible factorizations are:

1. irreducible
2. a linear factor and an irreducible cubic factor
3. two irreducible quadratic factors
4. one irreducible quadratic factor and two linear factors
5. four linear factors.

Each of these cases are denoted as $C_1, C_2, C_3, C_4,$ and $C_5$ respectively. Using Maple, we found the following factorizations.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$f(x)$ mod $p$</th>
<th>cycle type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$x^4 + x + 1$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>3</td>
<td>$x^4 + x + 2$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>5</td>
<td>$x^4 + x + 4$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>7</td>
<td>$(x^3 + 4x^2 + 2x + 2)(x + 3)$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>11</td>
<td>$(x^3 + 8x^2 + 9x + 7)(x + 3)$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>13</td>
<td>$(x^3 + 11x^2 + 4x + 6)(x + 2)$</td>
<td>$C_2$</td>
</tr>
<tr>
<td>17</td>
<td>$(x^2 + 7x + 5)(x + 12)(x + 15)$</td>
<td>$C_4$</td>
</tr>
<tr>
<td>19</td>
<td>$x^4 + x + 18$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>23</td>
<td>$(x^3 + 11x^2 + 6x + 21)(x + 12)$</td>
<td>$C_2$</td>
</tr>
</tbody>
</table>
In this list, each of the five types of splitting occurs. The reason we compute the polynomial mod $p$ is because we want to determine empirically the relative frequency for which each of the 5 different factorizations occurs. In fact, if a large enough sample of prime numbers are tested, we would observe the relative frequencies to be $\frac{6}{23}$, $\frac{8}{23}$, $\frac{3}{23}$, $\frac{6}{23}$, and $\frac{1}{23}$. These numbers are interesting as they indicate a connection to the five conjugacy classes of $S_4$. Representatives of these five classes are $(1234)$, $(123)(4)$, $(12)(34)$, $(12)(3)(4)$, and $(1)(2)(3)(4)$. Note that the five classes have sizes 6, 8, 3, 6, and 1. The above example suggests that the various factorizations mod $p$ of an irreducible polynomial somehow depends on the Galois group of polynomial’s splitting field. This is not a coincidence and Frobenius’ theorem explains the exact connection.

Suppose $f(x)$ is a monic polynomial with integer coefficients. Let the degree of $f$ be $n$. Suppose its discriminant $d_f \neq 0$. Thus it has distinct zeros $\alpha_1, \alpha_2, \ldots, \alpha_n$. Let the splitting field of $f$ be denoted $L_f$ and $G = \text{Gal}(L_f/Q)$ the corresponding Galois group. For each element $g \in G$, $g$ permutes the roots of $f$. Moreover, $g$ is completely determined by its action on the roots. Suppose that $g(\alpha_i) = \alpha_{\sigma(i)}$ for some permutation $\sigma \in S_n$. This gives a faithful map from $G \to S_n$ by sending $g \to \sigma$. Thus, $G$ is viewed as a subgroup of $S_n$. Therefore, each element of $G$ is interpreted as a product of disjoint cycles, say

$$g = (a_1a_2 \ldots a_{n_1})(b_1b_2 \ldots b_{n_2}) \ldots$$

Here $g$ is product of $t$ cycles of lengths $n_1, n_2, \ldots, n_t$ such that $n = n_1 + n_2 + \cdots + n_t$. We say that $g$ has cycle type $n_1, n_2, \ldots, n_t$. On the other hand, suppose $p$ is a prime and $p \nmid d_f$. This makes $f$ separable over $\mathbb{F}_p$. Consequently, $f$ factors in $\mathbb{F}_p$ as $f(x) = p_1(x)p_2(x) \cdots p_k(x)$ for some irreducible polynomials $p_i$. Assume that $p_i$ has degree $n_i$. We say that $f$ has factorization type $n_1, n_2, \ldots, n_k \mod p$. We can now state Frobenius’ theorem.

<table>
<thead>
<tr>
<th>x</th>
<th>((x^3 + 7x^2 + 20x + 25)(x + 22))</th>
<th>(C_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>(x^4 + x + 30)</td>
<td>(C_1)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 9x + 24)(x + 32)(x + 33))</td>
<td>(C_4)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 19x^2 + 33x + 13)(x + 22))</td>
<td>(C_2)</td>
</tr>
<tr>
<td>x</td>
<td>(x^4 + x + 42)</td>
<td>(C_1)</td>
</tr>
<tr>
<td>x</td>
<td>(x^4 + x + 46)</td>
<td>(C_1)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 6x + 40)(x + 12)(x + 35))</td>
<td>(C_4)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 32x^2 + 21x + 24)(x + 27))</td>
<td>(C_2)</td>
</tr>
<tr>
<td>x</td>
<td>((x^3 + 53x^2 + 3x + 38)(x + 8))</td>
<td>(C_2)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 13x + 2)(x + 8)(x + 46))</td>
<td>(C_4)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 15x + 32)(x^2 + 56x + 51))</td>
<td>(C_3)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 38x + 16)(x^2 + 35x + 41))</td>
<td>(C_3)</td>
</tr>
<tr>
<td>x</td>
<td>((x^2 + 77x + 22)(x + 17)(x + 64))</td>
<td>(C_4)</td>
</tr>
<tr>
<td>x</td>
<td>((x + 24)(x + 69)(x + 76)(x + 80))</td>
<td>(C_5)</td>
</tr>
</tbody>
</table>
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Theorem 3.1.1 Given a polynomial $f$ as above, let $P_{n_1,n_2,...,n_t}$ be the set of primes $P$ such that $f$ has factorization type $n_1,n_2,...,n_t \mod p$. The Dirichlet density of $P_{n_1,n_2,...,n_t}$ exists. Moreover,

$$D(P_{n_1,n_2,...,n_t}) = \frac{\#\{g \in G \mid g \text{ has cycle type } n_1,n_2,...,n_t\}}{\#G}.$$

Comment Recall that Dirichlet density of a set of primes $P$ is defined as follows:

$$D(P) := \lim_{s \to 1^+} \sum_{p \in P} \frac{1}{p^s} \text{ if this limit exists}.$$

In fact, the existence of natural density for a set of primes implies the existence of Dirichlet density. However, the converse is not true. Serre [64] p. 76 mentions that the set $P_1$ consisting of primes whose first decimal digit is equal to 1 has a Dirichlet density, but not a natural density.

3.2 What is Chebotarev’s density theorem?

In algebraic number theory, we are interested in a normal extension of number fields $L/K$ and $G = \text{Gal}(L/K)$. Let $p$ be a prime in $\mathcal{O}_K$. Extend $p$ to an ideal in $\mathcal{O}_L$ by considering $p\mathcal{O}_L$. We would like to know if this ideal is still prime or how it factors in the larger Dedekind domain $\mathcal{O}_L$. Since $\mathcal{O}_L$ is a Dedekind domain, we know that $p\mathcal{O}_L$ factors as $p\mathcal{O}_L = q_1q_2...q_g$ for some primes $q_i \subset \mathcal{O}_L$ for $1 \leq i \leq g$. We would like to understand how a given prime splits. This question can be answered, by considering the Frobenius substitution and Chebotarev’s density theorem. Recall that, for a prime $p$ in $K$, the Frobenius substitution is a canonical conjugacy class $\sigma_p$, of $G$. In fact, the Frobenius substitution describes the splitting of a prime $p$ in the larger ring. An example of how Frobenius affects the splitting of a prime is as follows:

Example 3.2.1

$$\sigma_p = 1 \iff p \text{ splits completely in } \mathcal{O}_L \iff p = q_1q_2...q_n$$

where $n = [L : K]$.

The Frobenius symbol appears to be a strange and non-intuitive symbol. One may ask how $\sigma_p$ is distributed as $p$ ranges over all prime ideals of $\mathcal{O}_K$. This is answered by Chebotarev’s density theorem which was proven in 1926 by Chebotarev, 42 years after Frobenius conjectured the theorem.
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Theorem 3.2.1 Let \( C \subset \text{Gal}(L/K) \) be a fixed conjugacy class. Then we have

\[
\pi_C(x) = \sum_{Np \leq x, \ p \nmid d_L} 1 \sim \frac{|C|}{|G|} \text{Li}(x) \sim \frac{|C|}{|G|} x \log x.
\]

This theorem shows that for a given fixed prime \( p \), the probability that \( \sigma_p = C \) is \( \frac{|C|}{|G|} \). Consequently, the \( \sigma_p \) are more likely to lie in the larger conjugacy classes. Here are a few examples that help explain this theorem.

Example 3.2.2 If \( L = \mathbb{Q}(\zeta_n) \) and \( K = \mathbb{Q} \) then \( \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \cong (\mathbb{Z}/n\mathbb{Z})^* \). This isomorphism can be realized by noting that elements of the Galois group are of the form \( \sigma_a : \zeta_n \to \zeta_n^a \) for \((a,n) = 1\). Note that \( \sigma_a \) is independent of \( a \)'s residue class modulo \( n \). Thus the map sending \( a \mod n \to \sigma_a \) induces the above isomorphism. In addition, it can be shown [39] p.56 that the ramified primes must divide \( n \). Suppose \( p \nmid n \) and \( \sigma_p \) is the corresponding Frobenius element. Using local methods, it is possible to show that \( \sigma_p : \zeta_n \to \zeta_p^a \). See [39] pp. 132-133. Now choose \( C \subset \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) \) to be an arbitrary conjugacy class where \( C = \sigma_a \) for \((a,n) = 1\). By the above comments

\[
\sigma_p = C = \sigma_a \iff p \equiv a \mod n.
\]

However, by Chebotarev’s density theorem, the density of this set of primes is \( \frac{|C|}{|G|} = \frac{1}{\phi(n)} \). This shows that Chebotarev’s theorem includes Dirichlet’s theorem on primes in arithmetic progressions. In fact, it is a vast generalization that includes non-abelian Galois groups.

Here is a non-abelian example of Chebotarev’s density theorem. This just means that the Galois group of the field extensions is a non-abelian group.

Example 3.2.3 Consider the polynomial \( q(x) = x^3 - x - 1 \). Its polynomial discriminant is \( d_q = -23 \). Let \( L \) be the splitting field of \( q \) over \( \mathbb{Q} \). As the discriminant is non-square, \( \text{Gal}(L/\mathbb{Q}) \cong S_3 \) where \( S_3 \) is the symmetric group on 3 letters. The conjugacy classes of this group are

\[
C_1 = \{1\} , \ C_2 = \{(12),(13),(23)\} , \ C_3 = \{(123),(132)\}.
\]

Applying Kummer’s Theorem (see [39] p. 37) and some properties of the Frobenius substitution one can show:

\[
\sigma_p = C_1 \iff q(x) \text{ splits completely mod } p \iff p = q_1 q_2 q_3 q_4 q_5 q_6
\]
\[
\sigma_p = C_2 \iff q(x) \text{ has a unique root mod } p \iff p = q_1 q_2 q_3
\]
\[
\sigma_p = C_3 \iff q(x) \text{ is irreducible mod } p \iff p = q_1 q_2
\]
where the $q_i$ are prime ideals in $\mathcal{O}_L$. Chebotarev tells us that each of these cases occur with natural density $\frac{1}{6}$, $\frac{1}{2}$, and $\frac{1}{3}$ respectively. Now define Dedekind’s eta function

$$\eta(z) = e^{\frac{2\pi iz}{24}} \prod_{n=1}^{\infty} (1 - e^{2\pi inz})$$

for $z \in \mathbb{H}$. If we let $f(z) = \sum_{n=1}^{\infty} a_n q^n = \eta(z)\eta(23z)$, then it can be shown that $L(s, f) = L(s, \rho)$ where $\rho$ is the irreducible two dimensional representation of $\text{Gal}(L/Q)$. Consequently, it follows that for $p \neq 23$

$$\sigma_p = C_1 \iff a_p = 2$$
$$\sigma_p = C_2 \iff a_p = 0$$
$$\sigma_p = C_3 \iff a_p = -1$$

The above equivalences shows that the distribution of the Frobenius symbol can be detected by computing the prime Fourier coefficients of the modular form $f(z)$. Checking the value of each $a_p$ determines whether $\sigma_p$ equals $C_1$, $C_2$, or $C_3$. This example gives an explicit connection between a modular form and certain prime numbers.

### 3.3 Effective versions of Chebotarev’s density theorem

Effective versions of Chebotarev’s density theorem provide explicit error terms depending on field constants. These forms of Chebotarev’s density theorem did not appear in the literature until the 1970’s. Lagarias-Odlyzko and Serre were the first to prove these theorems. Effective versions are important because number theoretic applications depend on the size of the error terms involved. Serre [70] p. 133 proved the following version of Chebotarev.

**Theorem 3.3.1** Let $L/K$ be a normal extension of number fields with $G = \text{Gal}(L/K)$. Let $C \subset G$ be a conjugacy class. Assume the GRH for the Dedekind zeta function of $L$. Then there exists an absolute constant $c_1 > 0$ such that

$$\left| \pi_C(x) - \frac{|C|}{|G|} \text{Li}(x) \right| \leq c_1 \frac{|C|}{|G|} x^{\frac{1}{2}} (\log d_L + n_L \log x)$$

for all $x \geq 2$.

The above theorem by Serre is an improvement of a similar theorem by Lagarias-Odlyzko. Serre’s improvement uses a proposition by Hensel that estimates the valuation of the different of the field extension at various primes. The Lagarias-Odlyzko
version of this theorem is slightly weaker and under the same assumptions gives the estimate
\[
\left| \pi_C(x) - \frac{|C|}{|G|} \text{Li}(x) \right| \leq c_2 \left( \log d_L + \frac{|C|}{|G|} x^{\frac{1}{2}} (\log d_L + n_L \log x) \right).
\]

In the Lagarias-Odlyzko paper [43] there is also an unconditional version of effective Chebotarev. For the unconditional version of the theorem they had to take into consideration the effect of a possible Stark zero. The Stark zero is an analogue of the Siegel zero for Dirichlet \(L\)-functions. For a real non-principal Dirichlet character \(\chi\), there is the possibility that the Dirichlet \(L\)-function \(L(s, \chi)\) has a zero close to one. Specifically, if \(q\) is the conductor of \(\chi\) then there exists an absolute constant \(c_3\) such that there is at most one real simple zero in the region
\[
\Re(s) \geq 1 - \frac{c_3}{\log q}, \quad \Im(s) \leq 1.
\]

Stark generalized this result to Dedekind zeta functions in [73] pp. 139-140.

**Theorem 3.3.2** Let \(L \neq \mathbb{Q}\) be a number field with absolute discriminant \(d_L\). Let \(\zeta_L(s)\) be the corresponding Dedekind zeta function. Then \(\zeta_L(s)\) has at most one zero in the region
\[
\Re(s) \geq 1 - \frac{1}{4 \log |d_L|}, \quad \Im(s) \leq \frac{1}{4 \log |d_L|}
\]
If such a zero exists, it is real and simple. In addition, we call this a Stark zero.

Set \(\beta_0\) to denote the possible Stark zero in the above region. Lagarias-Odlyzko prove

**Theorem 3.3.3** There exist absolute effectively computable constants \(c_4, c_5\) such that
\[
\left| \pi_C(x) - \frac{|C|}{|G|} \text{Li}(x) \right| \leq \frac{|C|}{|G|} \text{Li}(x^{\beta_0}) + c_4 x \exp(-c_5 n_L^{-\frac{1}{2}} (\log x)^{\frac{1}{2}})
\]
if \(x \geq \exp(10 n_L (\log d_L)^2)\). Also, the \(\beta_0\) term is only present when \(\beta_0\) exists.

Lagarias and Odlyzko note that their proof “is a direct descendant of de la Vallée Poussin’s proof of the prime number theorem.” One of the difficulties in giving an unconditional proof of effective Chebotarev is that Artin’s holomorphy conjecture is not known to be true. When proving the Siegel-Walfisz theorem on primes in arithmetic progressions, one can use the fact that non-trivial Dirichlet \(L\)-functions are holomorphic. However, Lagarias-Odlyzko get around the holomorphy problem by using a trick invented by Deuring. Deuring’s trick allows one to change field extensions from \(L/K\) to an abelian sub-extension \(L/E\) where \(E \supset K\). Since \(L/E\) is
abelian, all Artin $L$-functions of this extension are holomorphic. The problem with
the Deuring trick is that the field constants that appear in the error term now depend
on the field $E$. Hence, they can only be bounded uniformly by field constants in $L$.
In reality, it is expected that field constants appearing in the error depend on both
$L$ and $K$. If Artin’s conjecture and GRH are both assumed, much better results can
be obtained. Murty, Murty, and Saradha [51] showed that, on average, a much better
bound is obtained. Consider the field constants $P(L/K)$ and $M(L/K)$ where

$$P(L/K) = \{p \in \mathbb{Z} \mid \text{there exists } p \in K \text{ s.t. } p|p \text{ and } p \text{ ramifies in } L\}$$

and

$$M(L/K) = ndK\prod_{p \in P(L/K)} p .$$

Specifically, they proved

**Theorem 3.3.4** Suppose that all irreducible Artin $L$-functions of the extension $L/K$
are holomorphic for $s \neq 1$, and that GRH holds for $\zeta_L(s)$. Then

$$\sum_{C} \frac{1}{|C|} \left( \pi_C(x) - \frac{|C|}{|G|} \text{Li}(x) \right)^2 \ll xn_K^2(\log M(L/K)x)^2 .$$

The above theorem, immediately yields the following corollary. It is significant to
note that the error term contains the term $|C|^{\frac{1}{2}}$ rather than $|C|$.

**Corollary 3.3.5** Under the same assumptions there exists an absolute effectively
computable constant $c_6$ such that

$$\left| \pi_C(x) - \frac{|C|}{|G|} \text{Li}(x) \right| \leq c_6(|C|^{\frac{1}{2}}x^{\frac{1}{2}}n_K \log(M(L/K)x)) .$$

### 3.4 An explicit formula

In this section, we assume throughout that $L/K$ is a normal extension with Galois
group $G$. Furthermore, $\chi$ denotes some irreducible character of $G$. The Artin $L$-
function $L(s, \chi, L/K)$ is abbreviated to $L(s, \chi)$. Using techniques from Lagarias-
Odlyzko [43] we obtain explicit formulas for the function $\psi(x, \chi)$ which is defined
as

$$\psi(x, \chi) = \sum_{Np^m \leq x, \text{p unramified}} \chi(\sigma_p^m) \log(Np) .$$
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Some preliminary lemmas are required. This section follows the Lagarias-Odlyzko paper very closely. The only difference is that we assume Artin’s conjecture, so we can avoid Deuring’s trick of changing to relative field extensions where Artin’s conjecture is known to be true. This is all standard material and is presented for the sake of completeness.

**Lemma 3.4.1** Let \( \sigma = \text{Re}(s) > 1 \), then
\[
\left| \frac{L'}{L}(s, \chi) \right| \ll \frac{\chi(1)n_K}{\sigma - 1}.
\]

**Proof** By definition of the Artin \( L \)-function,
\[
\left| \frac{L'}{L}(s, \chi) \right| \leq -\chi(1)\frac{\zeta'(s)}{\zeta(s)} \leq \frac{\chi(1)n_K}{\sigma - 1}.
\]

**Lemma 3.4.2** If \( \sigma = \text{Re}(s) > -\frac{3}{4} \) and \(|s| \geq \frac{1}{8}\), then
\[
\left| \frac{\gamma'(s)}{\gamma(s)} \right| \ll \chi(1)n_K \log(|s| + 2).
\]

**Proof** From the definition of \( \gamma(s) \) we obtain
\[
\frac{\gamma'(s)}{\gamma(s)} = -r_2\chi(1)\log 2 - \frac{1}{2}n_K\chi(1)\log \pi + r_2\chi(1)\frac{\Gamma'(s)}{\Gamma(s)} + \frac{a_1}{2} \frac{\Gamma'(s)}{\Gamma(\frac{s}{2})} + \frac{a_2}{2} \frac{\Gamma'(s + 1)}{\Gamma(\frac{s}{2} + 1)}.
\]

However, observe that \( \frac{\Gamma'(z)}{\Gamma(z)} \ll \log(|z| + 2) \) for \( z \) satisfying \(|z| \geq \frac{1}{16}, \text{Re}(z) > -\frac{3}{4}\). This leads to
\[
\frac{\gamma'(s)}{\gamma(s)} \ll r_2\chi(1) + n_K\chi(1) + r_2\chi(1)\log(|s| + 2)
+ \frac{a_1}{2} \log \left( \frac{|s|}{2} + 2 \right) + \frac{a_2}{2} \log \left( \frac{|s| + 1}{2} + 2 \right)
\leq r_2\chi(1) \log (|s| + 2) + \frac{r_1}{2} \log (|s| + 2)
\ll \chi(1)n_K \log(|s| + 2)
\]
for \( s \) in the stated range. \( \square \)

Define \( n_\chi(t) \) to be
\[
n_\chi(t) = \# \{ \rho = \beta + i\gamma \mid L(\rho, \chi) = 0, |\gamma - t| \leq 1 \}.
\]
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Lemma 3.4.3 For all $t$

$$n_\chi(t) \ll \log A(\chi) + \chi(1)n_K \log(|t| + 2) .$$

Proof Consider the identity

$$\frac{L'}{L}(s, \chi) + \frac{L'}{L}(s, \overline{\chi}) = \sum_{\rho} \left( \frac{1}{s - \rho} + \frac{1}{s - \overline{\rho}} \right) - \log A(\chi) - 2\delta(\chi) \left( \frac{1}{s} + \frac{1}{s - 1} \right) - \frac{2}{\gamma_\chi}(s) .$$

Substituting $s = 2 + it$ and applying the previous two lemmas implies

$$\sum_{\rho} \left( \frac{1}{s - \rho} + \frac{1}{s - \overline{\rho}} \right) \ll \log A(\chi) + \chi(1)n_K + \chi(1)n_K \log(|t| + 2) \ll \log A(\chi) + \chi(1)n_K \log(|t| + 2) . \quad (3.2)$$

On the other hand, the sum on the left is positive. We truncate this sum to only include those $\rho = \beta + i\gamma$ with $|\gamma - t| \leq 1$. That is,

$$\sum_{\rho} \text{Re} \left( \frac{1}{s - \rho} + \frac{1}{s - \overline{\rho}} \right) = \sum_{\rho} \frac{2 - \beta}{(2 - \beta)^2 + (t - \gamma)^2} \geq \sum_{\rho, |\gamma - t| \leq 1} \frac{2 - \beta}{(2 - \beta)^2 + (t - \gamma)^2} \geq \sum_{\rho, |\gamma - t| \leq 1} \frac{1}{5} = \frac{1}{5} n_\chi(t) \quad (3.3)$$

since $1 < 2 - \beta < 2$ implies $\frac{2 - \beta}{(2 - \beta)^2 + (t - \gamma)^2} \geq \frac{1}{5}$. Thus, we obtain the required bound for $n_\chi(t)$. □

Lemma 3.4.4 For any $\epsilon$ with $0 < \epsilon \leq 1$

$$B(\chi) + \sum_{\rho, |\rho| < \epsilon} \frac{1}{\rho} \ll \epsilon^{-1} (\log A(\chi) + \chi(1)n_K) .$$

Proof Consider the logarithmic derivative

$$\frac{L'}{L}(s, \chi) = B(\chi) + \sum_{\rho} \left( \frac{1}{s - \rho} + \frac{1}{s - \overline{\rho}} \right) - \frac{1}{2} \log A(\rho) - \delta(\chi) \left( \frac{1}{s} + \frac{1}{s - 1} \right) - \frac{\gamma'_\chi}{\gamma_\chi}(s) .$$

Setting $s = 2$ and applying the previous lemmas gives

$$B(\chi) + \sum_{\rho} \left( \frac{1}{2 - \rho} + \frac{1}{\rho} \right) \ll \log A(\chi) + \chi(1)n_K .$$
Observe that
\[ \left| \frac{1}{2-\rho} + \frac{1}{\rho} \right| = \frac{2}{|\rho(2-\rho)|} \leq \frac{2}{|\rho|^2} , \]
and so we obtain
\[ \sum_{\rho, |\rho| \geq 1} \left| \frac{1}{2-\rho} + \frac{1}{\rho} \right| \ll \sum_{j=1}^{\infty} \frac{n_\chi(j)}{j^2} \ll \log A(\chi) + \chi(1)n_K . \]
Likewise, \(|2-\rho| \geq 1\), so
\[ \sum_{|\rho| < 1} \left| \frac{1}{2-\rho} \right| \ll \log A(\chi) + \chi(1)n_K . \]

Putting this together, we obtain
\[ B(\chi) + \sum_{\rho, |\rho| < \epsilon} \frac{1}{|\rho|} \leq \sum_{\rho, \epsilon \leq |\rho| < 1} \frac{1}{|\rho|} + \log A(\chi) + \chi(1)n_K . \]
Finally, the remaining sum is bounded by the preceding lemma.
\[ \sum_{\rho, \epsilon \leq |\rho| < 1} \frac{1}{|\rho|} \leq \epsilon^{-1} \sum_{\rho, \epsilon \leq |\rho| < 1} 1 \leq \epsilon^{-1} n_\chi(0) \ll \epsilon^{-1}(\log A(\chi) + \chi(1)n_K) . \]

This proves the lemma. \( \Box \)

**Lemma 3.4.5** If \( s = \sigma + it \) with \(-\frac{1}{4} \leq \sigma \leq 3\), \(|s| \geq \frac{1}{8}\), then
\[ \left| \frac{L'(s, \chi)}{L(s, \chi)} + \frac{\delta(\chi)}{s-1} - \sum_{\rho, |\gamma-t| \leq 1} \frac{1}{s-\rho} \right| \leq \log A(\chi) + \chi(1)n_K \log(|t| + 5) . \]

**Proof** As in the previous lemma, we evaluate the logarithmic derivative of \( L(s, \chi) \) at \( s = \sigma + it \) and \( 3 + it \) and subtract. This is done to remove the \( B(\chi) \) term. We obtain
\[
\frac{L'(s, \chi)}{L(s, \chi)} - \frac{L'(3 + it, \chi)}{L(3 + it, \chi)} = \sum_{\rho} \left( \frac{1}{s-\rho} - \frac{1}{3 + it - \rho} \right) - \frac{\gamma'(s)}{\gamma(s)} + \frac{\gamma'(3 + it)}{\gamma(s)} - \delta(\chi) \left( \frac{1}{s} + \frac{1}{s-1} - \frac{1}{2 + it} - \frac{1}{3 + it} \right) .
\]

Applying Lemmas 3.4.1 and 3.4.2 yields
\[
\left| \frac{L'(s, \chi)}{L(s, \chi)} + \frac{\delta(\chi)}{s-1} - \sum_{\rho, |\gamma-t| \leq 1} \frac{1}{s-\rho} \right| \ll \chi(1)n_K + \chi(1)n_K \log(|t| + 5) + \sum_{\rho, |\gamma-t| \geq 1} \left| \frac{1}{s-\rho} - \frac{1}{3 + it - \rho} \right| + \sum_{\rho, |\gamma-t| \leq 1} \left| \frac{1}{3 + it - \rho} \right| .
\]
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In the last sum observe that \(|3 + it - \rho| > 1\) and there are \(n_\chi(t)\) terms in this sum. Hence, the last sum is bounded by \(\log A(\chi) + \chi(1)n_K \log(|t| + 5)\). For the other sum on the right we obtain

\[
\sum_{\rho, |\gamma - t| \geq 1} \left| \frac{1}{s - \rho} - \frac{1}{3 + it - \rho} \right| = \sum_{\rho, |\gamma - t| \geq 1} \frac{3 - \sigma}{|s - \rho||3 + it - \rho|}
\]

\[
\ll \sum_{j=1}^{\infty} \frac{n_\chi(t + j) + n_\chi(t - j)}{j^2}
\]

\[
\ll \log A(\chi) + \chi(1)n_K \log(|t| + 5) .
\] (3.6)

Combining the estimates proves the lemma. □

Lemma 3.4.6 If \(|z + k| \geq \frac{1}{8}\) for all non-negative integers \(k\), then

\[
\frac{\Gamma'}{\Gamma}(z) \ll \log(|z| + 2) .
\]


Lemma 3.4.7 If \(s = \sigma + it\) with \(\sigma \leq -\frac{1}{4}\), and \(|s + m| \geq \frac{1}{4}\) for all non-negative integers \(m\), then

\[
\frac{L'}{L}(s, \chi) \ll \log A(\chi) + \chi(1)n_K \log(|s| + 3) .
\]

Proof Logarithmically differentiating the functional equation for \(L(s, \chi)\) yields

\[
\frac{L'}{L}(s, \chi) = -\frac{L'}{L}(1 - s, \overline{\chi}) - \log A(\chi) - \frac{\gamma'_{\chi}}{\gamma_{\chi}}(1 - s) - \frac{\gamma'_{\chi}}{\gamma_{\chi}}(s) .
\]

Assuming that \(s\) lies in that stated range implies \(\text{Re}(s) \geq \frac{5}{4}\). Thus,

\[
\left| \frac{L'}{L}(1 - s, \overline{\chi}) \right| \ll \chi(1)n_K
\]

and

\[
\left| \frac{\gamma'_{\chi}}{\gamma_{\chi}}(1 - s) \right| \ll \chi(1)n_K \log(|1 - s| + 2) \leq \chi(1)n_K \log(|s| + 3)
\]

by earlier lemmas. Applying the previous lemma to \(\gamma_{\chi}\) implies that

\[
\left| \frac{\gamma'_{\chi}}{\gamma_{\chi}}(s) \right| \ll \chi(1)n_K \log(|s| + 2)
\]

for \(s\) in the stated range. Combining estimates implies the theorem. □
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Lemma 3.4.8 Let \( \rho = \beta + i\gamma \) have \( 0 < \beta < 1, \gamma \neq t. \) If \( |t| \geq 2, x \geq 2, \) and \( 1 < \sigma_1 \leq 3, \) then
\[
\int_{-\frac{1}{4}}^{\sigma_1} \frac{x^{\sigma+it}}{(\sigma+it)(\sigma+it-\rho)} d\sigma \ll |t|^{-1} x^{\sigma_1} (\sigma_1 - \beta)^{-1}.
\]


In the main theorem of this section, it will be important to evaluate the integrals
\[
I_{\chi}(x, T) = \frac{1}{2\pi i} \int_{\sigma-iT}^{\sigma+iT} - \frac{L'}{L}(s, \chi) \frac{x^s}{s} ds
\]
and
\[
I_{\chi}(x, T, U) = \frac{1}{2\pi i} \int_{B_{T,U}} - \frac{L'}{L}(s, \chi) \frac{x^s}{s} ds
\]
where \( B_{T,U} \) is the positively oriented rectangle with vertices at \( \sigma_0-iT, \sigma_0+iT, -U+iT, \) and \(-U-iT.\) The parameter \( U \) will be chosen as \( U = j + \frac{1}{2} \) where \( j \) is an integer and \( \sigma_0 = 1 + (\log x)^{-1}. \) We would now like to show that the difference between these two integrals is small. Set
\[
R_{\chi}(x, T, U) = I_{\chi}(x, T, U) - I_{\chi}(x, T).
\]
We can write \( R_{\chi}(x, T, U) = V_{\chi}(x, T, U) + H_{\chi}(x, T, U) + H^\ast_{\chi}(x, T, U), \) where
\[
V_{\chi}(x, T, U) = \frac{1}{2\pi i} \int_{-T}^{-U} \frac{x^{-U+it} L'}{-U+it L} (-U + it, \chi) \, dt
\]
\[
H_{\chi}(x, T, U) = \frac{1}{2\pi i} \int_{-U}^{-\frac{1}{4}} \left( \frac{x^{\sigma-iT} L'}{\sigma-iT L} (\sigma - iT, \chi) - \frac{x^{\sigma+it} L'}{\sigma+it L} (\sigma + iT, \chi) \right) \, dt \quad (3.7)
\]
\[
H^\ast_{\chi}(x, T) = \frac{1}{2\pi i} \int_{-\frac{1}{4}}^{\sigma_0} \left( \frac{x^{\sigma-iT} L'}{\sigma-iT L} (\sigma - iT, \chi) - \frac{x^{\sigma+it} L'}{\sigma+it L} (\sigma + iT, \chi) \right) \, dt.
\]

Our immediate goal is to bound each of these integrals. The first two can be estimated easily using previous lemmas. By the choice of \( U = j + \frac{1}{2}, \) it follows that \( |-U+it+m| \geq \frac{1}{4} \) for all integers \( m.\) Hence,
\[
V_{\chi}(x, T, U) \ll \frac{x^{-U}}{U} \int_{-T}^{T} \frac{|L'(-U + it, \chi)|}{L} \, dt
\]
\[
\ll \frac{x^{-U}}{U} T (\log A(\chi) + n_K \chi(1) \log(T+U)), \quad (3.8)
\]
and
\[
H_\chi(x, T, U) \ll \int_{-\infty}^{-\frac{1}{4}} \frac{x^\sigma}{T} \left( \log A(\chi) + n_K \chi(1) \log(|\sigma| + 2) + n_K \chi(1) \log T \right) \, d\sigma
\]
\[
\ll \frac{x^{-\frac{1}{4}}}{T} \left( \log A(\chi) + n_K \chi(1) \log T \right).
\]

Finally, we need to bound \( H^*(x, T) \). By Lemma 3.4.5 we have the following inequality
\[
\frac{L'}{L}(\sigma + iT, \chi) - \sum_{\rho, |\gamma - T| \leq 1} \frac{1}{\sigma + iT - \rho} \ll \log A(\chi) + n_K \chi(1) \log T
\]
valid for \(-\frac{1}{4} \leq \sigma \leq \sigma_0 = 1 + (\log x)^{-1}, x \geq 2, T \geq 2\). Substituting this expression in the defining integral for \( H^*_\chi(x, T) \) leads to
\[
H^*_\chi(x, T) = \frac{1}{2\pi i} \int_{-\frac{1}{4}}^{\sigma_0} \left( \frac{x^{\sigma-iT}}{\sigma-iT} \sum_{\rho, |\gamma + iT| \leq 1} \frac{1}{\sigma-iT - \rho} - \frac{x^{\sigma+iT}}{\sigma+iT} \sum_{\rho, |\gamma - iT| \leq 1} \frac{1}{\sigma+iT - \rho} \right) \, d\sigma
\]
\[
\ll \int_{-\frac{1}{4}}^{\sigma_0} \frac{x^\sigma}{T} \left( \log A(\chi) + n_K \chi(1) \log T \right) \, d\sigma
\]
\[
\ll \frac{x}{T \log x} \left( \log A(\chi) + n_K \chi(1) \log T \right).
\]

(3.10)

However, we can estimate the integral by applying Lemma 3.4.8.
\[
\frac{1}{2\pi i} \int_{-\frac{1}{4}}^{\sigma_0} \frac{x^{\sigma-iT}}{\sigma-iT} \left( \sum_{\rho, |\gamma + iT| \leq 1} \frac{1}{\sigma+iT - \rho} \right) \, d\sigma \ll \frac{x^{\sigma_0}}{T} (\sigma_0 - 1)^{-1} n_\chi(-T)
\]
\[
\ll \frac{x \log x}{T} \left( \log A(\chi) + n_K \chi(1) \log T \right).
\]

(3.11)

The other part of the integral is treated entirely the same and gives the same error bound. We deduce
\[
H^*_\chi(x, T) \ll \frac{x \log x}{T} \left( \log A(\chi) + n_K \chi(1) \log T \right).
\]

Therefore, combining the estimates of the three integrals shows that
\[
R_\chi(x, T, U) \ll \frac{x^{-U}}{U} T (\log A(\chi) + n_K \chi(1) \log(T + U))
\]
\[
+ \frac{x^{-\frac{1}{4}}}{T} (\log A(\chi) + n_K \chi(1) \log T) + \frac{x \log x}{T} (\log A(\chi) + n_K \chi(1) \log T).
\]

(3.12)
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**Theorem 3.4.9** Assuming Artin’s Conjecture for an irreducible character \( \chi \) associated to the normal extension \( L/K \), we have

\[
\psi(x, \chi) = \delta(\chi)x - \sum_{|\gamma| \leq T} \frac{x^\rho}{\rho} + \frac{a_1 + r_2\chi(1)}{2} \log \left(1 - \frac{1}{x^2}\right) + \frac{a_2 + r_2\chi(1)}{2} \log \left(\frac{x - 1}{x + 1}\right) \\
+ O \left(\frac{x \log x}{T} \left(\log A(\chi) + n_K\chi(1) \log T\right)\right) + O \left(\chi(1) \log x (\log d_L + n_K \frac{x}{T} \log x)\right) \\
+ O \left(\log x (\log A(\chi) + n_K\chi(1))\right) + \sum_{|\rho| < \frac{1}{2}} \frac{1}{\rho}.
\]

(3.13)

**Proof** Consider the integral

\[
I_{\chi}(x, T) = \frac{1}{2\pi i} \int_{\sigma-iT}^{\sigma+iT} \frac{L'(s, \chi)}{L(s, \chi)} \frac{x^s}{s} \, ds
\]

where \( \sigma > 1, T \geq 1 \). The integral \( I_{\chi}(x, T) \) is essentially the prime number sum \( \psi(x, \chi) \). To see this, observe that if we set

\[
\delta(y) = \begin{cases} 
1 & \text{if } y > 1 \\
\frac{1}{2} & \text{if } y = 1 \\
0 & \text{if } 0 \leq y \leq 1
\end{cases}
\]

then we have the following Lemma from p.105 of Davenport’s book [11].

**Lemma 3.4.10** Let

\[
I(y, T) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{y^s}{s} \, ds.
\]

Then, for \( y > 0, c > 0, T > 0 \),

\[
|I(y, T) - \delta(y)| \leq \begin{cases} 
y^c \min(1, T^{-1} \log y^{-1}) & \text{if } y \neq 1 \\
cT^{-1} & \text{if } y = 1
\end{cases}.
\]

Therefore, if we substitute the Dirichlet series expansion \( -\frac{L'}{L}(s, \chi) = \sum p^m \frac{\chi(p^m) \log(Np)}{Np^m} \) and integrate termwise in the integral \( I_{\chi}(x, T) \) we obtain

\[
\left| I_{\chi}(x, T) - \sum_{Np^m \leq x} \chi(p^m) \log(Np) \right| \leq \chi(1) \sum_{p^m, Np^m = x} (\log(Np) + \sigma_0 T^{-1}) + R_0(x, T),
\]
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where
\[
R_0(x, T) = \sum_{p, Np^m \neq x} \chi(\sigma_p^m) \left( \frac{x}{Np^m} \right)^{\sigma_0} \min(1, T^{-1} \left| \log \frac{x}{Np^m} \right|^{-1}) \log(Np) .
\]

Observe that the first term is only present if there exists a prime ideal \( p \) with \( Np^m = x \) for some integer \( m \). Also, we see that \( I_\chi(x, T) \) differs from \( \psi(x, \chi) \) only by the ramified prime terms. Note that all ramified primes divide the discriminant of \( L \) over \( K \). Thus,
\[
\left| \sum_{Np^m \leq x} \chi(\sigma_p^m) \log(Np) - \psi(x, \chi) \right| \leq \chi(1) \sum_{Np^m \leq x, p \text{ ramified}} \log(Np)
\leq \chi(1) \sum_{p \text{ ramified}} \log(Np) \sum_m 1
\leq \chi(1) 2 \log x \sum_{p \text{ ramified}} \log(Np)
\ll \chi(1) \log x \log d_L .
\]

In addition, there are at most \( n_K \) pairs \( p, m \) satisfying \( Np^m = x \). Thus,
\[
\sum_{p, m} (\log(Np) + \sigma_0 T^{-1}) \leq n_K \log x + n_K \sigma_0 T^{-1} .
\]

Putting all this together shows that
\[
\psi(x, \chi) = I_\chi(x, T) + R_1(x, T)
\]
where
\[
R_1(x, T) \leq \chi(1) \left( 2 \log x \log d_L + n_K \log x + n_K \sigma_0 T^{-1} \right) + R_0(x, T) .
\]

We will now estimate \( R_0(x, T) \) and then evaluate \( I_\chi(x, T) \) with the residue theorem. For convenience, we will now choose \( \sigma_0 = 1 + (\log x)^{-1} \). The reason we make this choice is because of the simple and useful identity \( x^{\sigma_0} = \varepsilon x \). Now divide up the sum \( R_0(x, T) \) into \( R_0(x, T) = S_1 + S_2 + S_3 \). \( S_1 \) consists of those prime powers for which \( Np^m \leq \frac{3}{4} x \) or \( Np^m \geq \frac{5}{4} x \). \( S_2 \) consists of the terms for which \( |x - Np^m| \leq 1 \) and \( S_3 \) consists of the remaining terms. For the first term, if \( Np^m \leq \frac{3}{4} x \) or \( Np^m \geq \frac{5}{4} x \), then
\[
\left| \log \frac{x}{Np^m} \right| \geq \min(\log \frac{5}{4}, \log \frac{4}{3}) = \log \frac{5}{4}
\]
and
\[
\min \left( 1, T^{-1} \left| \log \frac{x}{Np^m} \right|^{-1} \right) \ll T^{-1} .
\]
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Hence we have,

\[ S_1 \ll \chi(1)xT^{-1} \sum_{p,m} (Np)^{-m\sigma_0} \log(Np) = \chi(1)xT^{-1} \left( -\frac{\zeta'}{\zeta}(\sigma_0) \right). \]

However, one can show that for \( \sigma > 1 \), \(-\frac{\zeta'}{\zeta}(\sigma) \leq -n_K \frac{\zeta'}{\zeta}(\sigma) \) where \( \zeta \) is the Riemann zeta function. Also, it’s not difficult to show that \(-\frac{\zeta'}{\zeta}(\sigma) \ll (\sigma - 1)^{-1} \) for \( \sigma > 1 \). Combining these two facts yields

\[ S_1 \ll \chi(1)n_KxT^{-1}(\sigma_0 - 1)^{-1} = \chi(1)n_KxT^{-1} \log x. \]

In the second sum, we are counting prime powers \( p^m \) such that \( 0 < |Np^m - x| < 1 \).

Observe that there are at most two integers in the interval \((x - 1, x + 1)\). Hence, there are at most \( 2n_K \) prime powers \( p^m \) that lie in this interval. Also, we have the trivial bound \( \min(1, T^{-1}|\log \frac{x}{Np^m}|^{-1}) \leq 1 \). Using these facts we obtain,

\[ S_2 \leq 2\chi(1)n_K \log(x + 1) \left( \frac{x}{x - 1} \right)^{\sigma_0} \ll \chi(1)n_K \log x. \]

In the last sum we consider prime powers that satisfy \( 1 < |Np^m - x| < \frac{1}{4}x \). We use the elementary estimate \(|\log \frac{x}{n}| \leq \frac{2n}{|x-n|}\) valid for \( n \geq \frac{1}{2}x \).

\[
S_3 = \sum_{1 < |Np^m - x| < \frac{1}{4}x} \chi(\sigma_p^m) \left( \frac{x}{Np^m} \right)^{\sigma_0} \min(1, T^{-1}|\log \frac{x}{Np^m}|^{-1}) \log(Np)
\]

\[
\ll \sum_{1 < |Np^m - x| < \frac{1}{4}x} \chi(1) \left( \frac{x}{Np^m} \right) T^{-1} |\log \frac{x}{Np^m}|^{-1} \log x
\]

\[
\ll \chi(1)T^{-1} \log x \sum_{1 < |n - x| < \frac{1}{4}x} |\log \frac{x}{n}|^{-1} \sum_{1 < |Np^m - n|} 1
\]

\[
\ll \chi(1)n_KxT^{-1} \log x \sum_{1 \leq k \leq \frac{1}{4}x} \frac{1}{k}
\]

\[
\ll \chi(1)n_KxT^{-1}(\log x)^2.
\]

We finally have

\[ \psi(x, \chi) = I_\chi(x, T) + R_1(x, T) \]

where

\[
R_1(x, T) \ll \chi(1)(\log x \log d_L + n_K \log x + n_K \sigma_0 T^{-1})
\]

\[
+ \chi(1)(n_KxT^{-1} \log x + n_K \log x + n_KxT^{-1}(\log x)^2)
\]

\[
\ll \chi(1)(\log x \log d_L + n_K \log x + n_KxT^{-1}(\log x)^2).
\]
The above bound is valid for \( x \geq 2, T \geq 1 \). We now have

\[
\psi(x, \chi) = I_\chi(x, T, U) + R_\chi(x, T, U) + R_1(x, T)
\]

We will now apply Cauchy’s theorem. Note that in the box \( B_{T,U} \), \( \frac{L'}{L}(s, \rho) \frac{x^s}{s} \) has simple poles at the non-trivial zeros of the Artin \( L \)-function \( L(s, \rho) \). In addition, there are simple poles at \( s = -2m, m = 1, 2, \ldots \), where the residue is \( (a_1 + r_2\chi(1)) \frac{x^{-2m}}{2m} \). At the negative odd integers, \( s = -(2m-1), m = 1, 2, \ldots \), the residue is \( (a_2+r_2\chi(1)) \frac{x^{-(2m-1)}}{2m-1} \).

Lastly, there is a double pole at \( s = 0 \). In the following paragraph, we will write \( h_i(s) \) for \( 1 \leq i \leq 5 \) to denote an entire function in some neighbourhood of \( s = 0 \). We have the expansion

\[
\frac{x^s}{s} = \frac{1}{s} + \log x + sh_1(s).
\]

In addition, we can obtain a Laurent series for \( \frac{L'}{L}(s, \chi) \) from the Hadamard factorization. We have the logarithmic derivative expression

\[
\frac{L'}{L}(s, \chi) = B(\chi) + \sum \left( \frac{1}{s - \rho} + \frac{1}{\rho} \right) - \frac{1}{2} \log A(\rho) - \delta(\chi) \left( \frac{1}{s} + \frac{1}{s-1} \right) - \frac{\gamma'}{\gamma}(s).
\]

The second term represents an analytic function in a small neighbourhood of zero. The value of this function at zero is zero. Thus, we can write

\[
\frac{L'}{L}(s, \chi) = -\frac{\delta(\chi)}{s} + B(\chi) - \frac{1}{2} \log A(\rho) + \delta(\chi) + sh_2(s) - \frac{\gamma'}{\gamma}(s).
\]

where \( h_2(s) \) is an analytic function in a neighbourhood of zero. It suffices to write down the Laurent series at \( s = 0 \) for \( \frac{\gamma'}{\gamma}(s) \). Recall that

\[
\frac{\gamma'}{\gamma}(s) = -r_2\chi(1) \log 2 - \frac{1}{2} n_K\chi(1) \log \pi + r_2\chi(1) \frac{\Gamma'}{\Gamma}(s) + \frac{a_1}{2} \frac{\Gamma'}{\Gamma} \left( \frac{s}{2} \right) + \frac{a_2}{2} \frac{\Gamma'}{\Gamma} \left( \frac{s+1}{2} \right).
\]

Also, note that \( \frac{\Gamma'}{\Gamma}(s) \) has the Laurent series expansion

\[
\frac{\Gamma'}{\Gamma}(s) = -\frac{1}{s} - \gamma + sh_3(s).
\]

Applying this formula shows

\[
\frac{\gamma'}{\gamma}(s) = -\frac{r_2\chi(1) + a_1}{s} - r_2\chi(1) \log 2 - \frac{1}{2} n_K\chi(1) \log \pi - (r_2\chi(1) + \frac{a_1}{2}) \gamma + \frac{a_2}{2} \frac{\Gamma'}{\Gamma} \left( \frac{1}{2} \right) + sh_4(s).
\]
Therefore,
\[ \frac{L'}{L}(s, \chi) = \frac{\kappa_1}{s} + \kappa_2 + sh_5(s) \]
where
\[ \kappa_1 = -\delta(\chi) - r_2\chi(1) + a_1, \]
\[ \kappa_2 = B(\chi) - \frac{1}{2} \log A(\rho) + \delta(\chi) - r_2\chi(1) \log 2 - \frac{1}{2} n_K\chi(1) \log \pi \]
\[ - (r_2\chi(1) + \frac{a_1}{2}) \gamma + \frac{a_2}{2} \Gamma' \left( \frac{1}{2} \right). \]

Note that \( \kappa_1 \ll n_K\chi(1) \) and that
\[ \kappa_2 + \sum_{|\rho| < \frac{1}{2}} \frac{1}{\rho} \ll \log A(\rho) + n_K\chi(1) \]
by Lemma 3.4.4 Multiplying the two Laurent expansions shows that
\[ \text{Res} \left( \frac{L'}{L}(s, \chi) \frac{x^s}{s}, s = 0 \right) = \kappa_1 \log x + \kappa_2. \]

By Cauchy's theorem this is
\[ \psi(x, \chi) = \delta(\chi)x - \sum_{|\gamma| \leq T} \frac{x^\rho}{\rho} - \left( a_1 + r_2\chi(1) \right) \sum_{m=1}^{\left\lfloor \frac{\nu}{2} \right\rfloor} \frac{x^{-2m}}{2m} \]
\[ - (a_2 + r_2\chi(1)) \sum_{m=1}^{\left\lfloor \frac{\nu+1}{2} \right\rfloor} \frac{x^{-(2m-1)}}{2m-1} - \kappa_1 \log x - \kappa_2 + R_\chi(x, T, U) + R_1(x, T). \]

Letting \( U \to \infty \) yields
\[ \psi(x, \chi) = \delta(\chi)x - \sum_{|\gamma| \leq T} \frac{x^\rho}{\rho} + \frac{a_1 + r_2\chi(1)}{2} \log \left( 1 - \frac{1}{x^2} \right) + \frac{a_2 + r_2\chi(1)}{2} \log \left( \frac{x - 1}{x + 1} \right) \]
\[ + O \left( \frac{x}{T} \log A(\chi) + n_K\chi(1) \log T \right) + O \left( \chi(1) \log x (\log d_L + n_K \frac{x}{T} \log x) \right) \]
\[ + O \left( \log x (\log A(\chi) + n_K\chi(1)) \right) + \sum_{|\rho| < \frac{1}{2}} \frac{1}{\rho}. \]

It should be observed that final sum is empty if GRH is true for \( L(s, \chi) \).
3.5 Applications of Chebotarev

The point of this section is to give examples of applications of Chebotarev’s density theorem. Chebotarev’s density theorem is significant because it can give information on mathematical objects such as Artin $L$-functions and elliptic curves. Although Chebotarev’s density theorem is a prime number theorem, it is a deeper theorem because of these applications. The applications listed in subsections 1-3 are independent of this thesis and are used to give the reader an idea of the significance of the Chebotarev theorem. Subsection 4 contains some calculations concerning the coefficients of Artin $L$-functions similar to those made by Serre in his long monograph. Many interesting applications can be found in Serre’s monograph on effective Chebotarev [70].

3.5.1 Bounds for the least prime ideal

If we have a normal extension $L/K$ with $G = \text{Gal}(L/K)$ and $C$ is some conjugacy class, we can ask how large is the least prime ideal $p$ with $\sigma_p \in C$? This is analogous to the classical problem of finding the least prime in an arithmetic progression. Assuming GRH for $\zeta_L(s)$, Lagarias and Odlyzko [43] showed that the least prime ideal satisfying the above conditions satisfies $\mathbb{N}_{K/Q}(p) \ll (\log d_L)^2 (\log \log d_L)^2$. This was later improved by Lagarias, Montgomery, and Odlyzko [42] under the same assumptions to $\mathbb{N}_{K/Q}(p) \ll (\log d_L)^2$. However, the best unconditional result is $\mathbb{N}_{K/Q}(p) \ll d_L^c$ where $c$ is some (not yet computed) absolute constant. It should be noted that the latter two results of Lagarias, Montgomery, and Odlyzko are not direct applications of Chebotarev, but can be proven using techniques similar to the previous proof of the Chebotarev density theorem. V.K. Murty proved the following result based on variations of the Lagarias, Montgomery, and Odlyzko results. Let $E$ be a non-CM elliptic curve with conductor $N$. For $p \nmid N$ let $E(\mathbb{F}_p)$ be the group of $\mathbb{F}_p$ rational points on $E$. The action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ on points of $E(\overline{\mathbb{Q}})$ which are in the kernel of multiplication by $l$ gives a representation

$$\rho_l : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\mathbb{F}_l).$$

If $p$ is a prime and $p \nmid lN$, then $\rho_l(\sigma_p)$ has trace $a(p)$ and determinant $p$ modulo $l$. Set

$$T = \text{lcm}_{E'} |E'(\mathbb{Q})_{\text{tors}}|$$

where the lcm ranges over elliptic curves $E'$ which are $\mathbb{Q}$-isogeneous to $E$. Then there is the following result:

**Theorem 3.5.1** Suppose that $E$ does not have complex multiplication and let $l \geq 5$ be a prime that does not divide $T$. Denote by $N$ the conductor of $E$. Assume the GRH. Then there is a prime

$$p \ll (l \log(lN))^2$$
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such that $E(\mathbb{F}_p)$ does not have a point of order $l$.

### 3.5.2 Lang-Trotter estimates

The Lang-Trotter conjecture for modular forms describes how frequently the coefficients of the $L$-function of a modular form take on certain values. Let $k \geq 2, N \geq 1$ be integers. Suppose $f$ is a cusp form of weight $k$ for $\Gamma_0(N)$, which is a normalized eigenform for all Hecke operators $T_p(p \nmid N)$ and the $U_p(p|N)$. $f$ has a Fourier expansion at $i\infty$

$$f(z) = \sum_{n=1}^{\infty} a_n q^n$$

where $q = e^{2\pi iz}$. For simplicity, assume that all $a_n \in \mathbb{Z}$. For each $a \in \mathbb{Z}$ set

$$\pi_{f,a}(x) = \{p \leq x \mid a_p = a\}.$$ 

If $a = 0$ and $f$ is a CM modular form, then we know that

$$\pi_{f,a} \sim \pi(x)/2.$$ 

In all other cases, Lang and Trotter conjecture

$$\pi_{f,a}(x) \sim c_{f,a} \begin{cases} x^{1/2}/\log x & \text{if } k = 2 \\ \log\log x & \text{if } k = 3 \\ 1 & \text{if } k \geq 4 \end{cases}.$$

Assuming the Riemann Hypothesis for all Artin $L$-functions, Murty, Murty, and Saradha [51] obtained upper bounds for the functions $\pi_{f,a}(x)$. Their technique was an improvement of Serre’s original method.

**Theorem 3.5.2** Suppose GRH holds. Then

$$\pi_{f,a}(x) \ll \begin{cases} x^{1/2}\log x^{-1/2} & \text{if } a \neq 0 \\ x^{3/4} & \text{if } a = 0 \end{cases}.$$ 

However, the unconditional results are much weaker. For example if $E$ is an elliptic curve V.K. Murty showed that

$$\#\{p \leq x \mid a_p(E) = 0\} \ll \frac{x(\log\log x)^2}{(\log x)^2}.$$

This is obviously a lot weaker than the expected truth and is due to the weak error term in the Chebotarev theorem.
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3.5.3 Elliptic curves

Let $E$ be a non-CM elliptic curve. Let $S_E$ denote the set of primes for which $E$ has bad reduction. This is a finite non-empty set after a theorem of Shafarevich. Set $N_E = \prod_{l \in S_E} l$. For each $l$ not dividing $N_E$, there is the canonical representation

$$\rho_l : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\mathbb{F}_l).$$

Taking inverse limits, gives the representation

$$\rho_l : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\mathbb{Z}_l).$$

Let $G_l = \rho_l(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}))$. A well-known result of Serre says that if $l$ is sufficiently large, then $G_l = \text{GL}_2(\mathbb{Z}_l)$. Using versions of effective Chebotarev, Serre \cite{70} made this result effective.

**Theorem 3.5.3** Assuming GRH, one has $G_l = \text{GL}_2(\mathbb{Z}_l)$ for all prime numbers $l$ such that

$$l \geq c(\log N_E)(\log \log 2N_E)^3.$$

3.5.4 Coefficients of Artin $L$-functions

Serre discovered the amazing fact that degree two Artin $L$-functions have almost all coefficients zero. In computations of zeros of $L$-functions, it was necessary to compute coefficients of certain degree two Artin $L$-functions. This surprising fact greatly sped up the computations of the zeros. It should be noted that for some weight two modular forms, this phenomenon clearly does not hold. For instance, Lang and Trotter conjecture that for a non-CM elliptic curve that the number of Fourier coefficients of its $L$-series that equal zero for $p \leq x$ is $\ll \frac{x}{\log x}$. This would imply that the number of non-zero Fourier coefficients of an elliptic curve $L$-function is of density one. In this section, we give an account of Serre’s zero-density result for Artin $L$-functions and provide some interesting examples that demonstrate Serre’s theorem.

Let $f$ be a non-zero element of $S_1(N, \epsilon)$. Suppose that $f$ is an eigenfunction of the Hecke-operators, $T_p \ (p \nmid N)$ and $U_p \ (p|N)$, then by the Deligne-Serre Theorem there exists a continuous irreducible representation

$$\rho : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \rightarrow \text{GL}_2(\mathbb{C})$$

such that $L(s,f) = L(s, \rho)$. Consider the group $G = \text{Im}(\rho)$. This is a finite subgroup of $\text{GL}_2(\mathbb{C})$. Furthermore, consider the image of $G$ in $\text{PGL}_2(\mathbb{C}) = \text{GL}_2(\mathbb{C})/\mathbb{C}^\times$. As mentioned before, this must be isomorphic to one of the following groups:

- Dihedral group $D_n$ of order $2n \ (n \geq 2)$,
- Alternating group $A_4$,
- Symmetric group $S_4$,
- Alternating group $A_5$.
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A proof of this result is given in [46] p. 185. We say that \( f \) is type \( D_n, A_4, S_4 \) or \( A_5 \) depending on which case \( \text{Im}(G) \) is. Let \( PG_2 \) denote the set of elements of order two in \( PG \) (elements that are the image of trace zero matrices). Set \( \lambda = \frac{|PG_2|}{|PG|} \). A simple computation shows that

\[
\lambda = \begin{cases} 
1/2 + 1/2n & \text{if } PG \cong D_n \ (n \text{ even } \geq 2) \\
1/2 & \text{if } PG \cong D_n \ (n \text{ odd } \geq 3) \\
3/8 & \text{if } PG \cong S_4 \\
1/4 & \text{if } PG \cong A_4 \text{ or } A_5 
\end{cases}
\]  

Serre’s zero density result may now be stated. If \( L(s, \rho) \) is an Artin \( L \)-function and \( L(s, \rho) = \sum_{n=1}^{\infty} a_{\rho}(n) \frac{1}{n^s} \) then we set \( M_{\rho}(x) = \# \{ n \leq x \mid a_{\rho}(n) \neq 0 \} \). Likewise, if \( f \) is a weight one modular form with Fourier expansion \( f(z) = \sum_{n=1}^{\infty} a_f(n) q^n \) then we set \( M_f(x) = \# \{ n \leq x \mid a_f(n) \neq 0 \} \).

**Theorem 3.5.4**

(i) Suppose \( f \) is a non-zero element of \( S_1(N, \epsilon) \) which is an eigenvector of the Hecke operators \( T_p \) and \( U_p \). There exists \( \alpha > 0 \) and \( \lambda > 0 \) such that

\[
M_f(x) \sim \frac{\alpha x}{\log \lambda x}.
\]

(ii) Suppose \( f \) is a non-zero element of \( S_1(N, \epsilon) \). There exists \( \lambda > 0 \) such that

\[
M_f(x) \ll \frac{x}{\log \lambda x}.
\]

(iii) Suppose \( \rho : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}_2(\mathbb{C}) \) is irreducible and continuous. There exists \( \alpha > 0 \) and \( \lambda > 0 \) such that

\[
M_{\rho}(x) \sim \frac{\alpha x}{\log \lambda x}.
\]

It should be noted that the \( \lambda \) in parts (i) and (iii) of the theorem agrees with the \( \lambda \) associated to each weight one modular form above. Also, it is possible to extend part (i) of the theorem to an asymptotic formula of the form

\[
M_f(x) = \frac{\alpha x}{\log \lambda x} \left( c_0 + \frac{c_1}{\log x} + \cdots + \frac{c_k}{\log^k x} + O \left( \frac{1}{\log^{k+1} x} \right) \right)
\]

This can be achieved by using a technique invented by E. Landau. This is explained in [66] p. 233. In the above theorem, \( \lambda \) is determined by the calculation (3.21). However, \( \alpha \) is the more interesting constant to compute. In Serre’s long article [70], he gives the following example.

**Example 3.5.5** : \( f(z) = q \prod_{m=1}^{\infty} (1 - q^{12m})^2 = \eta^2(12z) \)
Thus $f = q - 2q^{13} - q^{25} + 2q^{37} + q^{49} + 2q^{61} - 2q^{73} - 2q^{79} - 2q^{89} + q^{109} + 2q^{157} + 3q^{169} \ldots$

$f$ is a cusp form of weight one, level $N = 144$ and character $\epsilon(p) = (-1)^{(p-1)/2} = (-1)^p$. Also, $f$ is an eigenfunction of the Hecke-operators $T_p$ $(p \nmid 2, 3)$, $U_p$ $(p = 2, 3)$.

The corresponding Artin $L$-function is of type $D_2$. Hence, by the above theorem

$$
\# \{ n \leq x \mid a_f(n) \neq 0 \} \sim \frac{\alpha x}{(\log x)^{\frac{3}{2}}},
$$

Serre [70], calculates

$$
\alpha = \left(2^{-1}3^{-7}\pi^6\log(2+\sqrt{3})\right)^{\frac{1}{4}} \prod_{p \equiv 1 \mod 12} (1 - p^{-2})^{\frac{1}{2}} / \Gamma\left(\frac{1}{4}\right).
$$

Example 3.5.6: $f(z) = q \prod_{m=1}^{\infty} (1 - q^m)(1 - q^{23m}) = \eta(z)\eta(23z)$

Thus $f = q - q^2 - q^3 + q^6 + q^8 - q^{13} - q^{16} + q^{23} - q^{24} + q^{25} + q^{26} + q^{27} - q^{29} - q^{31} + \ldots$

$f$ is a cusp form of weight one, level $N = 23$ and character $\epsilon(p) = C_p$. Also, $f$ is an eigenfunction of the Hecke-operators $T_p$ $(p \nmid 23), U_{23}$. Consider the polynomial $q(x) = x^3 - x - 1$ and let $L$ be its splitting field over $\mathbb{Q}$. The Galois group is $S_3$ as the polynomial has discriminant $-23$. Let $\rho$ be the irreducible 2-dimensional Artin $L$-function of this extension. It’s possible to check that $L(s, f) = L(s, \rho)$. Using this fact, Serre’s result shows that

$$
\# \{ n \leq x \mid a_\rho(n) \neq 0 \} \sim \frac{\alpha x}{(\log x)^{\frac{3}{2}}}
$$

where $\alpha$ is some positive constant. We now give a brief outline of how to compute $\alpha$. Write $L(s, \rho) = \sum_{n=1}^{\infty} a(n)n^{-s}$. Define

$$
\phi(s) = \sum_{n=1}^{\infty} a^0(n)n^{-s}
$$

where

$$
a^0(n) = \begin{cases} 
1 & \text{if } a^0(n) \neq 0 \\
0 & \text{if } a^0(n) = 0
\end{cases}
$$

is a multiplicative function. We can write $\phi(s) = \prod_{p} \phi_p(s)$ where

$$
\phi_p(s) = \begin{cases} 
1/(1 - 23^{-s}) & \text{if } p = 23 \\
1/(1 - p^{-s}) & \text{if } \sigma_p = C_1 \\
1/(1 - p^{-2s}) & \text{if } \sigma_p = C_2 \\
(1 + p^{-s})/(1 - p^{-3s}) & \text{if } \sigma_p = C_3
\end{cases}
$$

(For more details on these local factors, one should refer to the discussion of this Artin $L$-function in Section 4.3.2). On the other hand, consider the Dedekind zeta
function of the field $K = \mathbb{Q}(\sqrt{-23})$. Note that $\zeta_K(s) = \zeta(s)L(s, (-23))$. Hence, $\zeta_K(s) = \prod_p \zeta_{K,p}(s)$ where

$$
\zeta_{K,p}(s) = \begin{cases} 
\frac{1}{1 - 23^{-s}} & \text{if } p = 23 \\
\frac{1}{1 - p^{-s}}^2 & \text{if } \sigma_p = C_1 \text{ or } \sigma_p = C_3 \\
\frac{1}{1 - p^{-2s}} & \text{if } \sigma_p = C_2
\end{cases}.
$$

Comparing the local Euler factors shows that $\phi(s)^2 = \zeta_K(s)\psi(s)$ where

$$
\psi(s) = (1 - 23^{-s})^{-1} \prod_{\sigma_p = C_2} (1 - p^{-2s})^{-1} \prod_{\sigma_p = C_3} \left(\frac{1 - p^{-2s}}{1 - p^{-3s}}\right)^2.
$$

Notice that $\psi(s)$ is holomorphic for $\text{Re}(s) > \frac{1}{2}$. Let $\kappa$ be the residue at $s = 1$ of $\zeta_K(s)$. Precisely, $\kappa = L(1, (-23)) = \frac{2\pi}{\sqrt{23}}$. This shows that

$$
\psi(s) \sim (\kappa \psi(1))^{\frac{1}{2}}/(s - 1)^{\frac{1}{2}} \text{ for } s \to 1.
$$

By the Wiener-Ikehara Tauberian theorem it follows that $\alpha = (\kappa \psi(1))^{\frac{1}{2}}/\Gamma(\frac{1}{2})$ and this simplifies to

$$
\alpha = \left(\frac{3\sqrt{23}}{22} \prod_{\sigma_p = C_2} (1 - p^{-2})^{-1} \prod_{\sigma_p = C_3} \left(\frac{1 - p^{-2}}{1 - p^{-3}}\right)^2\right)^{\frac{1}{2}}.
$$

Dihedral Examples 3.5.7

Lastly, we construct a family of examples. Each of these examples will correspond to a 2-dimensional irreducible representation of a dihedral group. Let $l$ run through all odd prime numbers. We want to find normal extensions $L_l$ of $\mathbb{Q}$ such that $\text{Gal}(L_l/\mathbb{Q}) \cong D_l$, where $D_l$ is the dihedral group of order $2l$. Nagell showed that for each prime number $l$ there exist infinitely many imaginary quadratic fields $K$ such that $l|h(K)$ where $h(K)$ is the class number of $K$. In fact, Ram Murty recently proved the following stronger quantititative result.

**Theorem 3.5.8** Let $g \geq 3$. The number of imaginary quadratic fields whose absolute discriminant is $\leq x$ and whose class group has an element of order $g$ is $\gg x^{1+\frac{1}{g}}$.

For each prime number $l$, choose a discriminant $-d_l < 0$ such that $\mathbb{Q}(\sqrt{-d_l})$ has class number divisible by $l$. In addition, choose the $d_l$ so that they are an increasing sequence

$$
d_2 < d_3 < d_5 < \cdots < d_l < \cdots
$$
Let $H_L$ be the Hilbert class field of $\mathbb{Q} (\sqrt{-d_L})$. This is a relative extension of degree $h_L = h(\mathbb{Q} (\sqrt{-d_L}))$ where $h_L$ is the class number of the quadratic field. By class field theory, we know that

$$\text{Gal}(H_L/\mathbb{Q} (\sqrt{-d_L})) \cong H_{\mathbb{Q} (\sqrt{-d_L})}.$$  

However, $H_{\mathbb{Q} (\sqrt{-d_L})}$ is a finite abelian group of order $h_L$. By assumption, $l|h_L$. Consequently, we find a subgroup of the class group with index $l$. Call this subgroup $S_L$. Therefore, the field $H_{S_L}$ is a normal extension of degree $l$ over $\mathbb{Q} (\sqrt{-d_L})$. Thus we take $L_L = H_{S_L}$ as the extensions under consideration. Furthermore, it can be shown that $L_L$ is normal over $\mathbb{Q}$ (see Cox [10] p. 129 exercise 6.4). In addition, it can be proven that

$$\text{Gal}(L_L/\mathbb{Q}) \cong D_l$$

(see Cox [10] pp. 119-122 for a proof of this). Recall that

$$D_l = \{r, s \mid r^l = s^2 = 1, \; rs = sr^{-1}\}.$$  

The generators $r$ and $s$ are known as a rotation and reflection respectively. The set of conjugacy classes of $D_l$ can be written down as follows:

$$C_0 = \{1\}, \; C_i = \{r^\pm i\} \text{ for } 1 \leq i \leq l, \; \text{Re} = \{sr^i \mid 1 \leq i \leq l\}.$$  

Define the conjugacy set of rotations $\text{Ro}$ as the union of $C_i$ for $1 \leq i \leq l$. For each prime $l$, let $\rho_l : D_l \to \mathbb{GL}_2(\mathbb{C})$ be the irreducible two-dimensional representation defined as follows:

$$\rho_l(r) = \begin{pmatrix} w_l & 0 \\ 0 & w_l^{-1} \end{pmatrix}, \; \rho_l(s) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

where $w_l$ is the $l$-th root of unity $w_l = \exp(\frac{2\pi i}{l})$. Attached to the representation $\rho_l$ is the Artin $L$-function

$$L(s, \rho_l) = \sum_{n=1}^{\infty} \frac{a_l(n)}{n^s}.$$  

Define the multiplicative function $a_l^0(n)$ by

$$a_l^0(n) = \begin{cases} 1 & \text{if } a_l(n) \neq 0 \\ 0 & \text{if } a_l(n) = 0 \end{cases}.$$  

Observe that $a_l^0$ is a multiplicative function. Define the Dirichlet series

$$\phi_l(s) = \sum_{n=1}^{\infty} \frac{a_l^0(n)}{n^s}.$$  

By multiplicativity, we obtain an Euler product

$$\phi_l(s) = \prod_p \sum_{m=0}^{\infty} \frac{a_l^0(p^m)}{p^{ms}}.$$
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Using this product, we claim that the following identity can be proven. This will not be proven as it is very similar to the preceding example.

**Claim 3.5.9**

\[
\phi_l^2(s) = \zeta_{\mathbb{Q}(\sqrt{-d_l})}(s)f_{\text{ram}}(s) \prod_{\sigma_p \subset \mathbb{R}^o} \left( \frac{1 - p^{-(l-1)s}}{1 - p^{-ls}} \right)^2 \prod_{\sigma_p \subset \mathbb{R}^e} (1 - p^{-2s})^{-1}
\]

where \(f_{\text{ram}}(s)\) is holomorphic function at \(s = 1\) depending only on the primes that ramify in \(\mathbb{Q}(\sqrt{-d_l})\). Furthermore, \(f_{\text{ram}}(1) \in \mathbb{Q}\). From the above identity it follows that as \(s \to 1^+\)

\[
\phi_l(s) \sim \frac{1}{(s-1)^{1/2}} \left( L(1, (\frac{-d_l}{.}))f_{\text{ram}}(1) \prod_{\sigma_p \subset \mathbb{R}^o} \left( \frac{1 - p^{-(l-1)}}{1 - p^{-l}} \right)^2 \prod_{\sigma_p \subset \mathbb{R}^e} (1 - p^{-2})^{-1} \right)^{1/2}.
\]

From the class number formula, \(L(1, (\frac{-d_l}{.})) = \frac{\pi h_l}{\sqrt{d_l}}\) and the Wiener-Ikehara Tauberian theorem we obtain

\[
\#\{n \leq x \mid a_l(n) \neq 0 \} \sim \frac{\alpha_l x}{(\log x)^{1/2}}
\]

where

\[
\alpha_l = \left( \frac{h_l f_{\text{ram}}(1)}{\sqrt{d_l}} \prod_{\sigma_p \subset \mathbb{R}^o} \left( \frac{1 - p^{-(l-1)}}{1 - p^{-l}} \right)^2 \prod_{\sigma_p \subset \mathbb{R}^e} (1 - p^{-2})^{-1} \right)^{1/2}.
\]

The constant \(\alpha_l\) is the same for the other irreducible two dimensional representations of \(D_l\). This is because each of these Artin \(L\)-functions have an identical \(\phi_l(s)\) function. It would be interesting to understand the behaviour of \(\alpha_l\) as \(l \to \infty\). It should be noted that the products in the above terms are inconsequential to the behaviour of \(\alpha_l\) as \(l\) grows. The first product approaches 1 as \(l\) gets large. In any case, it is bounded uniformly with respect to \(l\). The second product is bounded by \(\prod_p (1 - p^{-2})^{-1} = \frac{1}{\zeta(2)^2}\).
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In this section, a variety of techniques that are used in computing values of various L-functions are described. The L-functions computed in this thesis are either Dirichlet L-functions or degree two Artin L-functions. Historically, the Riemann zeta function was the first L-function to be computed numerically. The zeta function is the most famous L-function and the easiest one to compute. The original interest in computing \( \zeta(s) \) was to test the Riemann Hypothesis.

4.1 The prototype: Riemann’s zeta function

In Riemann’s notes, Siegel found calculations of the first few zeros of the zeta function. In order to compute values of the zeta function, Riemann developed the Riemann-Siegel formula. This formula demonstrates Riemann’s deep and insightful understanding of the zeta function. Furthermore, it is a remarkable computation of contour integrals applying the saddle point method. Siegel’s name is attached to the formula because he was able to decipher Riemann’s unpublished notes and fill in the gaps. When computing values of an L-function, it is often convenient to normalize it on the critical line. This is done by multiplying the L-function by a normalizing factor that makes it real on the critical line. For example, recall that the zeta function satisfies the functional equation

\[
\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s) = \pi^{-\frac{1-s}{2}} \Gamma\left(\frac{1-s}{2}\right) \zeta(1-s) .
\]

Substituting the value \( s = \frac{1}{2} + it \), we obtain

\[
\pi^{-\frac{1}{2} - i\frac{t}{2}} \Gamma\left(\frac{1}{4} + i\frac{t}{2}\right) \zeta \left(\frac{1}{2} + it\right) = \pi^{-\frac{1}{2} + i\frac{t}{2}} \Gamma\left(\frac{1}{4} - i\frac{t}{2}\right) \zeta \left(\frac{1}{2} - it\right) .
\]

Using \( \Gamma(s) = \Gamma(\overline{s}) \) and defining \( \theta(t) = -\frac{t}{2} \log(\pi) + \text{Im}(\log(\Gamma(\frac{1}{4} + i\frac{t}{2})) \), it follows that

\[
Z(t) = \exp(i\theta(t)) \zeta \left(\frac{1}{2} + it\right) .
\]
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is a real-valued function. Finding zeros of the zeta function on the critical line is now reduced to finding zeros of the real-valued function $Z(t)$.

4.1.1 Riemann-Siegel formula

The Riemann-Siegel formula can be derived from a variation of one of Riemann’s proofs of the functional equation. The proof uses an appropriate choice of a contour integral. Let $\tau = \frac{t}{2\pi}$, $N = \lfloor \tau \rfloor$, $z = 2(\tau^2 - N) - 1$. Then for any $k \geq 0$

\[
Z(t) = 2 \sum_{n=1}^{N} n^{-\frac{1}{2}} \cos(\theta(t) - t \log(n)) + (-1)^{N+1} \tau^{-\frac{1}{4}} \sum_{j=0}^{k} \Phi_{j}(z)(-1)^{j} \tau^{-\frac{j}{2}} + R_{k}(\tau)
\]

where $\Phi_{j}(z)$ are certain entire functions and the remainder $R_{k}(\tau) \ll \tau^{-\frac{2k+3}{4}}$. The benefit of the Riemann-Siegel formula is that the main sum is of length $O(\sqrt{t})$. This makes a single evaluation of the zeta function considerably faster than other methods of computing the zeta-function. For example, Euler-Maclaurin summation applied to $\zeta(\frac{1}{2} + it)$ requires computing a main sum of length $O(t)$. The Riemann-Siegel formula has been used by many people to verify the Riemann Hypothesis. It is known that the Riemann Hypothesis is true for the first $1.5 \cdot 10^{9}$ zeros. However, A. Odlyzko and A. Schöngle [55] have used the Riemann-Siegel formula in conjunction with a technique invented by them to compute many values of the zeta function to heights in the critical strip in the order of $t \approx 10^{21}$. For a very nice discussion of computing zeros of the zeta function and an easy to read derivation of the Riemann-Siegel formula see Glen Pugh’s Master’s thesis [58].

4.2 Dirichlet $L$-functions

The technique used to compute Dirichlet $L$-functions is Euler-Maclaurin summation. However, there are Riemann-Siegel formulæ that exist for Dirichlet $L$-functions. Unfortunately, no explicit bounds have been computed for the remainder terms. The technique sketched in subsection 2 was used by Robert Rumely [63] to compute the zeros of many Dirichlet $L$-functions to small height ($t \leq 10000$). Some of the zeros used in this thesis were computed by Rumely’s method. Others were kindly provided by Robert Rumely.

4.2.1 Special values

The discovery of special values of $L$-functions dates back to Dirichlet’s proof of the class number formula. Dirichlet’s goal was to show the non-vanishing of Dirichlet
L-functions at $s = 1$. This was significant because it would imply Dirichlet’s famous theorem on the infinitude of primes in arithmetic progressions. For real Dirichlet characters $\chi$, there are some beautiful formulae describing $L(1, \chi)$. Let $d$ be a fundamental discriminant and suppose $\chi$ is the character $(d|n)$. The class number formula says

$$L(1, \chi) = \begin{cases} 2\pi h(d)/w|d|^{1/2} & \text{if } d < 0 \\ h(d) \log \epsilon/d^{3/2} & \text{if } d > 0 \end{cases}$$

where $h(d)$ is the class number, $w$ is the number of roots of one in $\mathbb{Q}(\sqrt{d})$, and $\log \epsilon$ is the regulator. Another form of this equation is

$$L(1, \chi) = \begin{cases} -\frac{\pi}{|d|^{1/2}} \sum_{m=1}^{|d|} m(d|m) & \text{if } d < 0 \\ -\frac{1}{d^{3/2}} \sum_{m=1}^{d} (d|m) \log \frac{m\pi}{d} & \text{if } d > 0 \end{cases}.$$ 

This second formula provides a relatively easy but inefficient method of computing real Dirichlet $L$-functions at $s = 1$. We also require some formulas for $L'(1, \chi)$. Rubinstein-Sarnak use the formula

$$L'(1, \chi) = \gamma L(1, \chi) + \int_0^\infty \frac{h(e^{-u})}{1 - e^{-u}} \log ue^{-u} \, du$$

where $\chi$ is a real Dirichlet character of period $q$ and $h(x) = \sum_{m=1}^{q-1} \chi(m)x^{m-1}$ to compute these special values. However, there are simpler formulas that exist. Consider the field $K = \mathbb{Q}(\sqrt{-d})$ of discriminant $-d$. Let $w$ be the number of roots of unity in $K$ and $\chi_{-d}(n) = (-d/n)$ is the associated character, then there is the formula

$$L'(1, \chi_{-d}) = \frac{2\pi}{w\sqrt{d}} \left( h(\gamma + \log 2\pi) - \frac{w}{2} \sum_{n=1}^{d-1} \left( \frac{-d}{n} \right) \log \Gamma\left( \frac{n}{d} \right) \right).$$

The above formula was discovered by many people and appears in a well-known article of Chowla and Selberg. For real quadratic characters, Deninger [13] derived an analogous formula. In this case, let $K = \mathbb{Q}(\sqrt{d})$ be a real quadratic field of discriminant $d$. Let $w$ be the number of roots of unity in $K$ and $\chi_{d}(n) = (d/n)$ is the associated character, then there is the formula

$$L'(1, \chi_{d}) = L(1, \chi_{d})(\gamma + \log(2\pi)) + \frac{1}{\sqrt{d}} \sum_{n=1}^{d-1} \left( \frac{d}{n} \right) R\left( \frac{n}{d} \right)$$

where $R(x) := -\frac{\partial \zeta(s,x)}{\partial x}|_{s=0}$ and $\zeta(s,x)$ is the Hurwitz zeta function. Note that this is defined by

$$\zeta(s,x) = \sum_{n=0}^{\infty} \frac{1}{(n+x)^s}.$$
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for $\text{Re}(s) > 1$ and $x > 0$. It should be observed that this function has a pole at $s = 1$ and is analytic everywhere else. One way to analytically continue this function is to apply Euler-Maclaurin summation. Using the aforementioned formulae, we computed the following table of data.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$h$</th>
<th>$L(1, \chi)$</th>
<th>$L'(1, \chi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(-3)\cdot$</td>
<td>1</td>
<td>0.604599788070726168645</td>
<td>0.2226629869686015094866</td>
</tr>
<tr>
<td>$(-4)\cdot$</td>
<td>1</td>
<td>0.7853981633974483096158</td>
<td>0.1929013167969124293634</td>
</tr>
<tr>
<td>$(-7)\cdot$</td>
<td>1</td>
<td>1.187410411723725948785</td>
<td>0.01856598109302805717226</td>
</tr>
<tr>
<td>$(-8)\cdot$</td>
<td>1</td>
<td>1.11072073453951561754</td>
<td>-0.02300458786273601031712</td>
</tr>
<tr>
<td>$(-11)\cdot$</td>
<td>1</td>
<td>0.9472258250994829364300</td>
<td>-0.0797737527762391954381</td>
</tr>
<tr>
<td>$(-23)\cdot$</td>
<td>3</td>
<td>1.965202054107859165903</td>
<td>-0.8295529541671135684326</td>
</tr>
<tr>
<td>$(-31)\cdot$</td>
<td>3</td>
<td>1.69274009217927609028</td>
<td>-0.7636917992698974825824</td>
</tr>
<tr>
<td>$(-47)\cdot$</td>
<td>5</td>
<td>2.29124192852615936999</td>
<td>-1.46905065712179489610</td>
</tr>
<tr>
<td>$(-59)\cdot$</td>
<td>5</td>
<td>1.227001578948635475258</td>
<td>-0.6541524534839911010475</td>
</tr>
<tr>
<td>$(-71)\cdot$</td>
<td>7</td>
<td>2.609869177157845864345</td>
<td>-2.0421905234541779933</td>
</tr>
<tr>
<td>$(-83)\cdot$</td>
<td>3</td>
<td>1.034503778430993813932</td>
<td>-0.474840553271569372689</td>
</tr>
<tr>
<td>$(-107)\cdot$</td>
<td>3</td>
<td>0.91112676558291931380</td>
<td>-0.322783614369443729385</td>
</tr>
<tr>
<td>$(-139)\cdot$</td>
<td>3</td>
<td>0.799399233101635925937</td>
<td>-0.3215125570700064115168</td>
</tr>
<tr>
<td>$(-211)\cdot$</td>
<td>3</td>
<td>0.6488284725365365639</td>
<td>-0.0989033786730816961731</td>
</tr>
<tr>
<td>$(-283)\cdot$</td>
<td>3</td>
<td>0.56024489726455214979</td>
<td>0.001765145722720780459398</td>
</tr>
</tbody>
</table>

In the above table, each of the discriminants has class number one. The column $(a, b)$ denotes the coordinates of the fundamental unit $\epsilon$ of the field. Precisely,

$$\epsilon = a + b \cdot \omega$$

where $\omega = \begin{cases} 
\sqrt{d}/2 & \text{if } d \equiv 0 \text{ mod } 4 \\
(1 + \sqrt{d})/2 & \text{if } d \equiv 1 \text{ mod } 4
\end{cases}$
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The reason we are interested in calculating the values of these Dirichlet $L$-functions $L(s, \chi)$ and their derivatives at $s = 1$ is because there are explicit formulas relating the sum $\sum_{\gamma > 0} \frac{1}{4 + \gamma^2}$ to the quotient $\frac{L'}{L}(1, \chi)$. For instance, there is the formula

$$R_{\chi} := \sum_{\gamma > 0} \frac{1}{4 + \gamma^2} = \frac{1}{2} \sum_{\gamma} \frac{1}{4 + \gamma^2} = \frac{1}{2} \log \frac{q}{\pi} - \frac{\gamma}{2} - (1 + \chi(-1)) \frac{\log 2}{2} + \frac{L'}{L}(1, \chi)$$

for a real primitive Dirichlet character $\chi \mod q$, where $\gamma$ is Euler’s constant (see Rubinstein-Sarnak [62] p. 191). The observant reader should note that in the sum $\gamma$ refers to the imaginary ordinate of a zero of the $L$-function. The other instance of $\gamma$ is Euler’s constant. Using this formula we computed the following values for $R_{\chi}$.

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$R_{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(-3)\cdot$</td>
<td>0.0566149849287361709559</td>
</tr>
<tr>
<td>$(-4)\cdot$</td>
<td>0.0777839899617929644310</td>
</tr>
<tr>
<td>$(-7)\cdot$</td>
<td>0.1276179891459105141348</td>
</tr>
<tr>
<td>$(-8)\cdot$</td>
<td>0.1580365896651604878807</td>
</tr>
<tr>
<td>$(-11)\cdot$</td>
<td>0.253756556726678295614</td>
</tr>
<tr>
<td>$(-23)\cdot$</td>
<td>0.2846533845506610025162</td>
</tr>
<tr>
<td>$(-31)\cdot$</td>
<td>0.4048636747453660565112</td>
</tr>
<tr>
<td>$(-47)\cdot$</td>
<td>0.4229419061258128645776</td>
</tr>
<tr>
<td>$(-59)\cdot$</td>
<td>0.6446650486982674010033</td>
</tr>
<tr>
<td>$(-71)\cdot$</td>
<td>0.48779190206494081390</td>
</tr>
<tr>
<td>$(-83)\cdot$</td>
<td>0.8894443202486700527320</td>
</tr>
<tr>
<td>$(-107)\cdot$</td>
<td>1.121234026297686916567</td>
</tr>
<tr>
<td>$(-139)\cdot$</td>
<td>1.204071464756366281607</td>
</tr>
<tr>
<td>$(-211)\cdot$</td>
<td>1.662514864924585110179</td>
</tr>
<tr>
<td>$(-283)\cdot$</td>
<td>1.96490134154300528290</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$R_{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(5)\cdot$</td>
<td>0.0782784769971432485011</td>
</tr>
<tr>
<td>$(8)\cdot$</td>
<td>0.11771578094434633677</td>
</tr>
<tr>
<td>$(12)\cdot$</td>
<td>0.1650833123055380477515</td>
</tr>
<tr>
<td>$(13)\cdot$</td>
<td>0.198326289626136685427</td>
</tr>
<tr>
<td>$(17)\cdot$</td>
<td>0.1935781504482023305875</td>
</tr>
<tr>
<td>$(29)\cdot$</td>
<td>0.439637085017859318395</td>
</tr>
<tr>
<td>$(37)\cdot$</td>
<td>0.4072260086574323116915</td>
</tr>
<tr>
<td>$(41)\cdot$</td>
<td>0.3413853807438039974910</td>
</tr>
<tr>
<td>$(61)\cdot$</td>
<td>0.496892340120434424005</td>
</tr>
<tr>
<td>$(89)\cdot$</td>
<td>0.5168558438368311756474</td>
</tr>
</tbody>
</table>
4.2.2 Computing Dirichlet L-functions

Suppose we have a Dirichlet character $\chi$ defined on $(\mathbb{Z}/q\mathbb{Z})^*$. Consider the $L$-function $L(s, \chi)$. By the periodicity of $\chi$, $L(s, \chi)$ can be written as a linear combination of Hurwitz zeta functions.

$$L(s, \chi) = \sum_{a=1}^{q-1} \chi(a) \sum_{n=0}^{\infty} \frac{1}{(a + nq)^s} = \sum_{a=1}^{q-1} \chi(a) \zeta(s, a, q).$$

Note that $\zeta(s, a, q) = \frac{1}{q^s} \zeta(s, \frac{a}{q})$ where $\zeta(s, \alpha) = \sum_{n=0}^{\infty} \frac{1}{(n + \alpha)^s}$ is the Hurwitz zeta function. Because of this expansion, it suffices to compute the Hurwitz zeta function. The Hurwitz zeta function can be computed by applying the Euler-Maclaurin summation formula. Assume $f$ is a reasonably nice function ($C^\infty$). We would like to estimate $\sum_{n=a}^{b} f(n)$. Euler-Maclaurin describes precisely the difference between this sum and the integral $\int_{a}^{b} f(t) \, dt$. By partial integration, it can be shown that

$$\sum_{n=a}^{b} f(n) = \int_{a}^{b} f(t) \, dt + \frac{f(a) + f(b)}{2} + \sum_{k=1}^{\nu} \frac{B_{2k}}{(2k)!} f^{2k-1}(x)|_{a}^{b} + R_{2\nu},$$

where $B_{2k}$ is the sequence of Bernoulli numbers and $R_{2\nu}$ is a small remainder term, if $\nu$ is chosen appropriately. For a single evaluation of $L(s, \chi)$ it suffices to apply Euler-Maclaurin to each of the $\phi(q)$ Hurwitz zeta functions. For multiple evaluations, a slightly different technique is required. Rumely computes the Taylor series of $L(s, \chi)$ at equally spaced points $s = \frac{1}{2} + it$ on the critical line. He chooses $t = 0, \frac{1}{2}, 1, \frac{3}{2}, \ldots$. At a given point $s_0 = \frac{1}{2} + it_0$ there is the Taylor series expansion

$$L(s, \chi) = \sum_{n=0}^{\infty} a_n(s_0)(s - s_0)^n$$

and it is the Taylor series coefficients that need to be computed. For real numbers $|t - t_0| \leq 1/4$ the Taylor series is used to compute $L(\frac{1}{2} + it, \chi)$. This Taylor-series is approximated by the truncation $\sum_{n=0}^{N} a_n(s_0)(s - s_0)^n$ where $N$ will be chosen appropriately. Rumely [63] p. 419 gives the numerical criterion

**Proposition 4.2.1** Suppose $\text{Re}(s_0) = \frac{1}{2}$. In order for $\sum_{n=0}^{N} a_n(s_0)(s - s_0)^n$ to approximate $L(s, \chi)$ within $10^{-20}$ on $D(s_0, \frac{1}{2}) = \{s \in \mathbb{C} \mid |s - s_0| \leq \frac{1}{2}\}$, it suffices that $N$ be large enough that $P(\lambda)/(11 \cdot 12^N) \leq 10^{-20}$ where $P(x) = 0.303x^3 + 0.221x^2 + 0.605x + 0.687$ and $\lambda = [q/2\pi][|t| + 4]$.

From complex analysis, we know that $a_n(s_0) = L^{(n)}(s_0, \chi)/n!$. Differentiating the Dirichlet series of $L(s, \chi)$ for $\text{Re}(s) > 1$ leads to the formula

$$a_n(s_0) = \frac{1}{n!} \sum_{a} \chi(a) \zeta^{(n)}(s, a, q).$$
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For $\Re(s) > 1$ term-wise differentiation yields

$$(-1)^n \zeta^{(n)}(s, a, q) = \sum_{m=0}^{\infty} \frac{\log(a + mq)^n}{(a + mq)^s}.$$  

To evaluate the functions $\zeta^{(n)}(s, a, q)$ in the region $\Re(s) \leq 1$ it suffices to apply partial summation to the functions

$$f_n(s; x, a, q) = \frac{\log(a + xq)^n}{(a + xq)^s}.$$  

In applying Euler-Maclaurin this function is considered a function of $x$ with the variables $s, a,$ and $q$ regarded as fixed. In addition, define

$$f_n^{(k)}(s; x, a, q) = (d/dx)^k \left( \frac{\log(a + xq)^n}{(a + xq)^s} \right).$$  

A direct application of Euler-Maclaurin shows that for $\Re(s) > 1 - 2L$

$$(-1)^n \zeta^{(n)}(s, a, q) \approx \sum_{m=0}^{M-1} \frac{\log(a + mq)^n}{(a + mq)^s} + \frac{1}{2} \frac{\log(a + Mq)^n}{(a + Mq)^s} + \int_M^\infty f_n(s; x, a, q) dx$$

$$- \sum_{\nu=1}^L \frac{B_{2\nu}}{(2\nu)!} f_n^{(2\nu-1)}(s; M, a, q)$$

where $M$ and $L$ are integers yet to be specified. Set $I_n = I_n(s; M, a, q)$ to be the analytic continuation of $\int_M^\infty f_n(s; x, a, q) dx$. It would also be possible to write down an exact formula for the error. Rumely notes that $I_n$ can be evaluated using the recurrence

$$I_0 = \frac{1}{q(s-1)(a + Mq)^{s-1}} \text{ and } I_n = \log(a + Mq)^n I_0 + n/(s-1) I_{n-1}.$$

Likewise, the derivatives $f_n^{(k)}$ are computed using the recurrence

$$f_n^{(k)}(s; x, a, q) = n q f_n^{(k-1)}(s+1; x, a, q) - s q f_n^{(k-1)}(s; a, q).$$

We now need to choose $M$ and $L$ to ensure our approximation is sufficiently good. Again we will skip the details and refer to Rumely’s paper. Rumely uses the value $M \approx 1.3(|s| + 40)$. He gives the following criterion for choosing $L$ [63] p. 421.

**Proposition 4.2.2** Suppose $\Re(s_0) = \frac{1}{2}$. To compute $\zeta^{(n)}(s_0; a, q)$ accurately enough that for $s \in D(s_0, \frac{1}{4})$ each term $a_n(s_0)(s - s_0)^n$ contributes an error at most $10^{-20}$ to the sum $\sum_{n=0}^{N} a_n(s_0)(s - s_0)^n$, it is enough to choose $M$ and $L$ so that

$$(2L - \frac{1}{2}) \log(a + Mq) \geq 2N,$$

and so that for $0 \leq n \leq N$,

$$\frac{1}{2L - \frac{1}{2}} \frac{|B_{2L}|}{(2L)!} \frac{(|s| + n) \cdots (|s + 2L - 1| + n)}{(M + a/q)^{2L}} \leq \frac{10^{-20} \cdot q^{\frac{1}{2}} \cdot 4^n \cdot n!}{2 \cdot \phi(q) \cdot \log(a + Mq)^n \cdot (M + a/q)^{\frac{1}{2}}}.$$
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For further details on this technique, see Rumely’s paper [63]. Another interesting article is by Deuring [14]. His article contains the Riemann-Siegel formula for Dirichlet $L$-functions. Perhaps, the remainder terms can be computed and bounds could be found for the error terms. This would greatly speed up the computation of Dirichlet $L$-functions.

4.2.3 Zero searching strategy

The strategy to find zeros of Dirichlet $L$-functions is the Gram point method. Let $L(s, \chi)$ be a fixed real Dirichlet character of conductor $q$. Set $\delta = (1 - \chi(-1))/2$. Note that if we set $\Lambda(s, \chi) = \left(\frac{q}{\pi}\right)^{s/2} \Gamma\left(\frac{s+\delta}{2}\right)L(s, \chi)$ then the functional equation can be written as

$$\Lambda(s, \chi) = \Lambda(1-s, \chi).$$

If we write

$$Z(t) = e^{i\theta(t)} L\left(\frac{1}{2} + it\right)$$

where

$$\theta(t) = \frac{t}{2} \log(q/\pi) + \text{Im}(\log(\Gamma(\frac{1}{4} + \frac{\delta}{2} + it)))$$

then it follows from the functional equation that $Z(t)$ is a real-valued function for $t$ real. Hence, real zeros of $Z$ correspond to zeros of $L(s, \chi)$ on the critical line. Gram discovered a remarkable heuristic to speed up searches for zeros. Define the $j$-th Gram point $g_j$ to satisfy

$$\theta(g_j) = j\pi$$

for $j \geq 0$. One should note that $\theta(t)$ is an increasing function. This can be observed by applying Stirling’s formula to the second sum. Gram observed that quite frequently

$$(-1)^j Z(g_j) > 0.$$

Define $g_j$ to be a good Gram point if the above condition is satisfied. Otherwise, $g_j$ is a bad Gram point. If there are two consecutive good Gram points $g_j$ and $g_{j+1}$, then $Z$ has an opposite sign at these points. This guarantees at least one zero in the interval $(g_j, g_{j+1})$. The above condition is known as Gram’s Law. For the zeta function this is true roughly seventy percent of the time. Rosser discovered another heuristic to take care of the case when Gram’s Law fails (when a good Gram point is followed by a bad Gram point). We call a set of Gram points

$$\{g_j, g_{j+1}, \ldots, g_{j+k-1}, g_{j+k}\}$$

a Gram block of length $k$ if $g_j$ and $g_{j+k}$ are good Gram points and all the interior Gram points are bad. Rosser observed that in a Gram block of length $k$ there appears to be exactly $k$ zeros of the $L$-function. One should note that there are at least $k - 2$
zeros in a Gram block of length $k$. This is since all interior gram points are bad and each satisfies $(-1)^j Z(g_j) < 0$. Hence, the consecutive bad Gram points contain zeros in between them. Thus, one needs to find the 2 stray zeros. They usually can be found in one of the outer Gram intervals. Yet, this is not always the case. Applying these two observations, one can find zeros faster than randomly searching for zeros.

For the zeta function, the most common zero searching routine used is Newton’s method. However, Newton’s method requires the computation of the derivative of $Z$ also. For the zero searches in this thesis the methods used only depended on knowing the values of the function $Z$. Some of these methods can be found in the programming book Numerical Recipes in C [57].

4.3 Artin $L$-functions

Zeros of Artin $L$-functions were originally computed by Lagarias and Odlyzko [44]. In their article, they use a classical expansion of the Artin $L$-functions into sums of incomplete gamma functions. They computed the incomplete gamma functions using a formula obtained by partial integration. Unfortunately, their method allowed only the computation of a few small zeros of the Artin $L$-functions. In Rubinstein’s recent thesis, he generalizes the work of Lagarias-Odlyzko. Using two other techniques to compute incomplete gamma functions, it is now possible to compute values of Artin $L$-functions (and many other $L$-functions) higher into the critical strip.

4.3.1 Computing coefficients

$S_3$ examples

Most Artin $L$-functions we are considering are attached to a weight one modular form. For the $S_3$ examples, the modular forms considered are the difference of two theta functions. For the primes $l = 23, 31, 59, 83, 107, 139, 211, 283, \text{and } 307$ we considered the modular forms

$$f_l(z) = \frac{1}{2} \left( \sum_{m,n \in \mathbb{Z}} q^{Q_{1,l}(m,n)} - \sum_{m,n \in \mathbb{Z}} q^{Q_{2,l}(m,n)} \right).$$

where $Q_{i,l}$ are binary quadratic forms of discriminant $-l$. To compute the coefficients of $f_l$ a simple program was written to compute the coefficients of an arbitrary theta series. Computing coefficients of each of the above theta series yields the coefficients of $f_l$. Listed below is a table of the corresponding binary quadratic forms.

A second way of computing the coefficients of $f_l$ is to realize that it is attached to a certain Artin $L$-function by the Serre-Deligne theorem. Note that each of the above
primes \( l \) has class number three. Hence, the corresponding Hilbert class fields of \( \mathbb{Q} (\sqrt{-l}) \) are of degree six over the rationals with Galois group \( S_3 \). Consequently we guess that the corresponding Artin \( L \)-function is the two dimensional irreducible representation of \( \text{Gal}(H_l/\mathbb{Q}) \). By the Langlands-Weil theorem, this Artin \( L \)-function corresponds to some weight one modular form with level equal to its Artin conductor. Hence, we can check that the first few coefficients of each modular form agree to show equality of modular forms. It suffices to check that the first \( B \) coefficients agree, where

\[
B \geq \frac{N}{12} \prod_{p | N} (1 + p^{-1}).
\]

and \( N \) is the level of the modular form. The polynomial generators for each \( H_l \) are listed below.

<table>
<thead>
<tr>
<th>( l )</th>
<th>( Q_{1,l} )</th>
<th>( Q_{2,l} )</th>
<th>( q_l(x) )</th>
<th>( \text{disc}(q_l) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>[1,1,6]</td>
<td>[2,1,3]</td>
<td>( x^3 - x - 1 )</td>
<td>-23</td>
</tr>
<tr>
<td>31</td>
<td>[1,1,8]</td>
<td>[2,1,4]</td>
<td>( x^3 + x - 1 )</td>
<td>-31</td>
</tr>
<tr>
<td>59</td>
<td>[1,1,15]</td>
<td>[3,1,5]</td>
<td>( x^3 + 2x - 1 )</td>
<td>-59</td>
</tr>
<tr>
<td>83</td>
<td>[1,1,21]</td>
<td>[3,1,7]</td>
<td>( x^3 - x^2 + x - 2 )</td>
<td>-83</td>
</tr>
<tr>
<td>107</td>
<td>[1,1,27]</td>
<td>[3,1,9]</td>
<td>( x^3 - x^2 + 3x - 2 )</td>
<td>-107</td>
</tr>
<tr>
<td>139</td>
<td>[1,1,35]</td>
<td>[5,1,7]</td>
<td>( x^3 + x^2 + x - 2 )</td>
<td>-139</td>
</tr>
<tr>
<td>211</td>
<td>[1,1,53]</td>
<td>[7,3,11]</td>
<td>( x^3 - 2x - 3 )</td>
<td>-211</td>
</tr>
<tr>
<td>283</td>
<td>[1,1,71]</td>
<td>[7,5,11]</td>
<td>( x^3 + 4x - 1 )</td>
<td>-283</td>
</tr>
</tbody>
</table>

where \([a, b, c]\) refers to the binary quadratic form \( ax^2 + bxy + cy^2 \). Using the above polynomials, we can compute the coefficients of the corresponding Artin \( L \)-functions quite easily. Note that \( S_3 \) has the three conjugacy classes,

\[ C_1 = \{1\}, C_2 = \{(12), (13), (23)\}, C_3 = \{(123), (132)\}. \]

One of the irreducible two dimensional representation of \( S_3 \) sends

\[
(12) \rightarrow \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad (123) \rightarrow \begin{pmatrix} e^{2\pi i/3} & 0 \\ 0 & e^{-2\pi i/3} \end{pmatrix}.
\]

It follows from the definition of an Artin \( L \)-function that for \( p \) unramified

\[
\sigma_p = C_1 \iff L_p(s, \rho) = (1 - p^{-s})^{-2} = \sum_{m=0}^{\infty} \frac{(m + 1)}{p^{ms}} \iff a_p^m = m + 1,
\]

\[
\sigma_p = C_2 \iff L_p(s, \rho) = (1 - p^{-2s})^{-1} = \sum_{m=0}^{\infty} \frac{1}{p^{2ms}} \iff a_p^m = \begin{cases} 1 & \text{if } m \equiv 0 \pmod{2} \\ 0 & \text{if } m \equiv 1 \pmod{2} \end{cases},
\]
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\[ \sigma_p = C_3 \iff L_p(s, \rho) = (1 + p^{-s} + p^{-2s})^{-1} = \sum_{m=0}^{\infty} \frac{(m+1)}{p^{ms}} \iff a_{p^m} = \left( \frac{m+1}{3} \right). \]

Lastly, it is possible to show in each of these cases that

\[ L_{\text{ram}}(s, \rho_l) = (1 - l^{-s})^{-1} = \sum_{m=0}^{\infty} \frac{1}{l^{ms}}. \]

Hence we can compute the coefficients of the Artin L-functions at all prime powers. Applying multiplicativity, we wrote a short Maple program to compute the non-prime-power coefficients.

\textbf{D}_4 \text{ example}

For \( f_{144}(z) \), we used the following expansions mentioned in Serre [69].

\[ f_{144}(z) = \sum (-1)^n q^{m^2 + n^2} \]

where the final sum is over pairs \((m, n) \in \mathbb{Z} \times \mathbb{Z}\) such that:

\[ m \equiv 1 \pmod{3}, \ n \equiv 0 \pmod{3}, \ m + n \equiv 1 \pmod{2}. \]

\textbf{H}_8 \text{ example}

The final two Artin L-functions that are computed are of the group \( H_8 \). The first example is Serre’s example of an Artin L-function with a zero at \( s = \frac{1}{2} \). The polynomials we consider are

\[ f(x) = x^8 - 205x^6 + 13940x^4 - 378225x^2 + 3404025 \]

and

\[ f(x) = x^8 - 24x^6 + 144x^4 - 288x^2 + 144. \]

Each has a splitting field with Galois group \( H_8 \). Recall that that \( H_8 \) has the five conjugacy classes

\[ C_1 = \{1\}, \ C_2 = \{-1\}, \ C_3 = \{\pm i\}, \ C_4 = \{\pm j\}, \ C_5 = \{\pm k\}. \]

One of the irreducible representations sends

\[ i \rightarrow \begin{pmatrix} e^{2\pi i/4} & 0 \\ 0 & e^{-2\pi i/4} \end{pmatrix} \text{ and } j \rightarrow \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

Define the conjugacy set \( D = C_3 \cup C_4 \cup C_5 \). From the definition of the Artin L-function we see that

\[ \sigma_p = C_1 \iff L_p(s, \rho) = (1 - p^{-2s})^{-1} = \sum_{m=0}^{\infty} \frac{1}{p^{2ms}}, \]
\[ \sigma_p = C_2 \iff L_p(s, \rho) = (1 + p^{-s})^{-2} = \sum_{m=0}^{\infty} \frac{(-1)^m(m + 1)}{p^{ms}}, \]

\[ \sigma_p = C_3 \iff L_p(s, \rho) = (1 - p^{-s})^{-2} = \sum_{m=0}^{\infty} \frac{(m + 1)}{p^{ms}}. \]

Finally, it is possible to show that \( L_{\text{ram}}(s, \rho) = 1 \) in each of these cases. An easy way to observe this is to note that no subgroup of \( H_8 \) fixes a non-trivial subspace of \( V = \mathbb{C}^2 \). We can detect which conjugacy class \( \sigma_p \) lies in by reducing the polynomials \( f \mod p \). We have,

\[ \sigma_p = C_1 \iff f \equiv f_1 f_2 f_3 f_4 f_5 f_6 f_7 f_8 \mod p \]

where each \( f_i \) is linear,

\[ \sigma_p = C_2 \iff f \equiv f_1 f_2 f_3 f_4 \mod p \]

where each \( f_i \) is quadratic, and

\[ \sigma_p = C_3 \iff f \equiv f_1 f_2 \mod p . \]

where each \( f_i \) is quartic irreducible. Maple has a function called \texttt{Factors} that produces an array of information about a polynomial reduced mod \( p \). For example, it gives the degrees of the reduced polynomials. This is all that is needed in determining \( \sigma_p \). We wrote a short Maple program that computes the coefficients at the prime powers and then applies multiplicativity to obtain all of the coefficients. Lastly, one can show that

\[ \# \{ n \leq x \mid a(n) \neq 0 \} \sim \frac{\alpha x}{(\log x)^2} \]

where \( \alpha = c^{1/4} / \Gamma(1/4) \) and

\[ c = \left( \frac{2^{11}}{5 \cdot 41^3} \log \left( \frac{1 + \sqrt{5}}{2} \right) \log(32 + 5\sqrt{41}) \log \left( \frac{43 + 3\sqrt{205}}{2} \right) \prod_{\sigma_p \in D} \left( \frac{1}{1 - p^{-2}} \right)^2 \right). \]

This is similar to some examples in Serre’s article [70]. The constant \( c \) was computed using Maple. The infinite product was approximated by a truncation. Note that we have the estimate

\[ \left| \prod_{\sigma_p \in D} \left( \frac{1}{1 - p^{-2}} \right)^2 - \prod_{\sigma_p \in D, p \leq X} \left( \frac{1}{1 - p^{-2}} \right)^2 \right| \ll \frac{\log X}{X} \]

which follows by multiplying out the products and then partially summing (one uses \( \sum_{n \leq x} d(n) \sim x \log x \)). This shows that the convergence is rather slow and our calculation of the constant is only accurate to a few digits. Taking \( X = 10^6 \) we found that \( \alpha = 0.159198... \). Note that \( \frac{\log 10^6}{10^6} = 1.38... \cdot 10^{-5} \).
4.3.2 Special values

In this thesis, we needed to compute $L(1, \rho)$ and $L'(1, \rho)$ for various degree two Artin $L$-functions. Because of Langlands’ theorem, in most instances we only need to consider how to compute $L(1, f)$ and $L'(1, f)$ for certain weight one newforms $f$. Recall that if $f$ is a weight one modular form of $\mathcal{S}_1(N, \epsilon)$ then

$$f \left( \frac{az + b}{cz + d} \right) = \epsilon(d)(cz + d)f(z)$$

for all integers $a, b, c, d$ with $ad - bc = 1, N | d$. Assume that $f$ has Fourier expansion at $i\infty$, $f(z) = \sum_{n=1}^{\infty} a_n q^n$ where $q = e^{2\pi iz}$. Set

$$\alpha_N = \begin{pmatrix} 0 & -1 \\ N & 0 \end{pmatrix}.$$ 

In addition, assume $f|_{[\alpha_N]} = Ci^{-1}f$ where $C = \pm 1$.

From Hecke’s proof of the analytic continuation of $L(s, f)$ one can derive

$$L(1, f) = 2\pi \int_{1/\sqrt{N}}^{\infty} f(iy) \left( 1 + \frac{C}{\sqrt{Ny}} \right) dy.$$ 

Truncating the Fourier expansion of $f$ and integrating allows us to compute $L(1, f)$. Likewise, we can derive a similar formula for the derivative. Namely,

$$L'(1, f) = (\gamma + \log(2\pi))L(1, f) + 2\pi \int_{1/\sqrt{N}}^{\infty} f(iy) \left( \log(y) - \frac{C\log(Ny)}{\sqrt{Ny}} \right) dy.$$ 

Let $i_1 = \int_{1/\sqrt{N}}^{\infty} f(iy) \left( 1 + \frac{C}{\sqrt{Ny}} \right) dy$ and $i_2 = \int_{1/\sqrt{N}}^{\infty} f(iy) \left( \log(y) - \frac{C\log(Ny)}{\sqrt{Ny}} \right) dy$. Using Maple, these integrals were computed by direct integration and substituting a truncated sum for the modular form.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$i_1$</th>
<th>$i_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{23}$</td>
<td>0.0586341644730512351395</td>
<td>-0.081972204021484159829</td>
</tr>
<tr>
<td>$f_{31}$</td>
<td>0.0686532440905009927331</td>
<td>-0.103965336091070385616</td>
</tr>
<tr>
<td>$f_{59}$</td>
<td>0.1029759571363351984</td>
<td>-0.18204157436797577441</td>
</tr>
<tr>
<td>$f_{53}$</td>
<td>0.1142308530543222459635</td>
<td>-0.2152571060757523997243</td>
</tr>
<tr>
<td>$f_{107}$</td>
<td>0.121427586495792371948</td>
<td>-0.238672093432327854665</td>
</tr>
<tr>
<td>$f_{144}$</td>
<td>0.138573824254850896377</td>
<td>-0.2874114275894826594421</td>
</tr>
<tr>
<td>$f_{139}$</td>
<td>0.141100871045490362602</td>
<td>-0.292165546843214664807</td>
</tr>
<tr>
<td>$f_{211}$</td>
<td>0.15404999786547733077</td>
<td>-0.3385566439762371576</td>
</tr>
<tr>
<td>$f_{283}$</td>
<td>0.1666023096701040245</td>
<td>-0.3819235594909749643</td>
</tr>
<tr>
<td>$f_{307}$</td>
<td>0.1688304386204930431932</td>
<td>-0.39087061858582586212</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$f$</th>
<th>$L(1, f)$</th>
<th>$L'(1, f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{23}$</td>
<td>0.3684093207158268211117</td>
<td>0.3746961247030549165233</td>
</tr>
<tr>
<td>$f_{31}$</td>
<td>0.4313610545599581555372</td>
<td>0.388543475255347475272</td>
</tr>
<tr>
<td>$f_{59}$</td>
<td>0.6470271520998537745988</td>
<td>0.418829732979017631047</td>
</tr>
<tr>
<td>$f_{83}$</td>
<td>0.71773617535709251374</td>
<td>0.3808929567132176197</td>
</tr>
<tr>
<td>$f_{107}$</td>
<td>0.76295202735640964743</td>
<td>0.342978904920151789996</td>
</tr>
<tr>
<td>$f_{139}$</td>
<td>0.886562917832667947139</td>
<td>0.305401392228941368951</td>
</tr>
<tr>
<td>$f_{144}$</td>
<td>0.8706850165179802030771</td>
<td>0.29692579570811896233</td>
</tr>
<tr>
<td>$f_{211}$</td>
<td>0.9678932793052480651984</td>
<td>0.210344662816577156823</td>
</tr>
<tr>
<td>$f_{283}$</td>
<td>1.046793184260792898508</td>
<td>0.128407391925941368951</td>
</tr>
<tr>
<td>$f_{307}$</td>
<td>1.060792931344966901757</td>
<td>0.1060007701952444899648</td>
</tr>
</tbody>
</table>

As in the last section, these special values are needed since they are connected to sums over the non-trivial zeros of the corresponding $L$-functions. For example, consider $f \in S_1(N, \epsilon)$ and $\epsilon$ an odd Dirichlet character such that $\epsilon(-1) = -1$. If we define

$$\Lambda(s, f) = \left( \frac{\sqrt{N}}{2\pi} \right)^s \Gamma(s) L(s, f)$$

then the completed function satisfies $\Lambda(s, f) = i\Lambda(s, f')$. Moreover, a calculation similar to the Rubinstein-Sarnak article gives the formula

$$R_f = \frac{1}{2} \sum_{\gamma} \frac{1}{1 + \gamma^2} = \log \left( \frac{\sqrt{N}}{2\pi} \right) - \gamma + \frac{L'}{L}(1, f).$$

Using this formula we computed the following table of values.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$R_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{23}$</td>
<td>0.1697191023099657484203</td>
</tr>
<tr>
<td>$f_{31}$</td>
<td>0.202639292140646646806</td>
</tr>
<tr>
<td>$f_{59}$</td>
<td>0.2709899891529447741350</td>
</tr>
<tr>
<td>$f_{83}$</td>
<td>0.325060442768871524576</td>
</tr>
<tr>
<td>$f_{107}$</td>
<td>0.3708635871434746226282</td>
</tr>
<tr>
<td>$f_{144}$</td>
<td>0.4108394214719667710376</td>
</tr>
<tr>
<td>$f_{139}$</td>
<td>0.3966222022594503086794</td>
</tr>
<tr>
<td>$f_{211}$</td>
<td>0.478158500291820718243</td>
</tr>
<tr>
<td>$f_{283}$</td>
<td>0.5302981114684091836101</td>
</tr>
<tr>
<td>$f_{307}$</td>
<td>0.5482571196108368083953</td>
</tr>
</tbody>
</table>

### 4.3.3 Computing Artin $L$-functions

Lagarias and Odlyzko restricted their studies to Artin $L$-functions that were linear combinations of the $L$-functions attached to certain quadratic forms. For example
they would consider an Artin \( L \)-function having the form

\[ L(s, \rho, K/Q) = \sum_{j=1}^{n} c(\rho, Q_j)L(s, Q_j) \]

where \( Q_1, Q_2, \ldots, Q_n \) are quadratic forms of discriminant \( df^2 \) and \( c(\rho, Q_j) \in \mathbb{C} \). Examples of these types of \( L \)-functions are listed in section 4.3.1. For such Artin \( L \)-functions Lagarias-0dlyzko [44] applied the following incomplete gamma function expansion.

**Proposition 4.3.1** Let \( Q(x, y) = Ax^2 + Bxy + Cy^2 \), with determinant \( D = AC - B^2/4 > 0 \), and let \( \delta \in \mathbb{C} \) have \( \Re(\delta) > 0 \). Set

\[ \Lambda(s, Q) = (\pi \delta)^{-s} \Gamma(s) L(s, Q) = \pi^{-s} \Gamma(s) L(s, \delta Q) . \]

Then

\[
\Lambda(s, Q) = -\frac{1}{s} - \frac{(\delta^2 D)^{-\frac{1}{2}}}{1 - s} + \sum_{(x,y) \neq 0} \left( G(s, \pi \delta Q(x, y)) + (\delta^2 D)^{-\frac{1}{2}} G(1 - s, \pi \delta^{-1} D^{-1} Q(x, y)) \right) 
\]

where

\[ G(s, \alpha) = \alpha^{-s} \Gamma(s, \alpha) = \int_{1}^{\infty} t^{s-1} e^{-\alpha t} dt, \]

valid for \( s \in \mathbb{C} \) and \( \Re(\alpha) > 0 \).

Note that \( \Gamma(s, \alpha) \) is the incomplete gamma function, traditionally defined by the contour integral

\[ \Gamma(s, \alpha) = \int_{\alpha}^{\infty} t^{s-1} e^{-t} dt, \]

where the contour is required to stay within the region \(|\arg(t)| < \pi/2\). This proposition shows we can compute the \( L \)-functions attached to a quadratic form if we have some technique to compute the incomplete gamma functions \( G(s, \delta) \) or \( \Gamma(s, \delta) \). Originally, Lagarias and Odlyzko only applied this formula with the parameter \( \delta \) real and \(|s| \) small. Rubinstein shows in his thesis [60] that in order to apply the above formula for \(|s| \) large one needs to choose \( \delta \) to be an appropriate complex number. This will be explained shortly.

I will now discuss a particular example of a formula for \( L \)-functions that Rubinstein [60] pp. 62-69 derives. Consider

\[ L(s) = \sum_{n=1}^{\infty} \frac{b(n)}{n^s}. \]
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Assume this Dirichlet series converges absolutely in $\text{Re}(s) > \sigma_1$. Complete this $L$-function to

$$\Lambda(s) = Q^s \Gamma(\alpha s + \lambda)L(s), \ Q \in \mathbb{R}^+, \alpha \in \{1/2, 1\}, \text{Re}(\lambda) \geq 0.$$ 

In addition, assume that:

1. $\Lambda(s)$ has a meromorphic continuation to all of $\mathbb{C}$ with simple poles at $s_1, \ldots, s_{l}$ and corresponding residues $r_1, \ldots, r_{l}$.
2. (functional equation) $\Lambda(s) = w \Lambda(1 - s)$ for some $w \neq 0 \in \mathbb{C}$.
3. For any $\alpha \leq \beta$, $L(\sigma + it) \ll_{\alpha, \beta} \exp(t^A)$ for some $A = A(\alpha, \beta) > 0$, as $|t| \to \infty$, $\alpha \leq \sigma \leq \beta$.

Then we have the following expansion:

**Proposition 4.3.2**

$$\Lambda(s)\delta^{-s} = \sum_{k=1}^{l} \frac{r_k}{s - s_k} + (\delta/Q)^{\lambda/\gamma} \sum_{n=1}^{\infty} b(n)n^{\lambda/\gamma}G(\gamma s + \lambda, (n\delta/Q)^{1/\lambda})$$

\begin{equation}
+ \frac{w}{\delta} (Q\delta)^{-\lambda/\gamma} \sum_{n=1}^{\infty} b(n)n^{\lambda/\gamma}G(\lambda(1 - s) + \lambda, (n/(\delta Q))^{1/\gamma}).
\end{equation}

(4.3)

Using this formula, with an appropriately chosen $\delta \in \mathbb{C}$ allows one to make a single evaluation of this $L$-function. In addition, we need some way to compute the functions $G(s, \alpha)$. In some papers, the $G(s, \alpha)$ are computed by direct numerical integration. However, this proves unwieldy when $|s|$ becomes large. Another recent approach was to use certain continued fraction expansions for the $G(s, \alpha)$. Rubinstein uses three different classical expansions to compute $G(s, \alpha)$ depending on various cases for the sizes of $|s|$ and $|\alpha|$. We also need to define the following related functions

$$\gamma(s, \alpha) := \Gamma(s) - \Gamma(s, \alpha) = \int_{0}^{1} e^{-x} x^{s-1} dx, \ \text{Re}(s) > 0, \ |\arg \alpha| < \pi$$

$$g(s, \alpha) = \alpha^{-s} \gamma(s, \alpha) = \int_{0}^{1} e^{-\alpha t} t^{s-1} dt.$$

(4.4)

Here are the three expressions Rubinstein uses to compute the various incomplete gamma functions.

$$g(s, \alpha) = e^{-\alpha} \sum_{j=0}^{M-1} \frac{\alpha^j}{(s)_{j+1}} + R_M(s, \alpha), \ \text{Re}(s) > -M,$$

$$\gamma(s, \alpha + d) = \gamma(s, \alpha) + \alpha^{s-1} e^{-\alpha} \sum_{j=0}^{\infty} \frac{(1 - s)_j}{(-\alpha)_j} (1 - e^{-d} e_j(d)), \ |d| < |\alpha|,$$

$$G(s, \alpha) = \frac{e^{-\alpha}}{\alpha} \sum_{j=0}^{M-1} \frac{(1 - z)_j}{(-w)_j} + \epsilon_M(s, \alpha),$$

(4.5)
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where

$$(z)_j = \begin{cases} 
z(z+1)\cdots(z+j-1) & \text{if } j > 0 \\
1 & \text{if } j = 0
\end{cases},$$

$$R_M(s, \alpha) = \frac{\alpha^M}{(s)_M} g(s + M, \alpha),$$

$$e_j(d) = \sum_{m=0}^{j} \frac{d^m}{m!},$$

$$\epsilon_M(s, \alpha) = \frac{(1-s)^M}{(-w)^M} G(s - M, \alpha).$$

(4.6)

Rubinstein gives conditions on $s$ and $\alpha$ for when each of the above expansions is applied. For more details on the computation of the incomplete gamma functions see Chapter Three of Rubinstein’s thesis [60].

4.3.4 Verifying the Riemann Hypothesis

There are at least two ways of verifying the Riemann Hypothesis to a given height. One technique requires applying the argument principle directly (see [76] p. 212). This requires evaluating the Artin $L$-function off the critical line. Instead, we will use an elegant method invented by Turing. This was originally used to check the Riemann Hypothesis for the zeta function. The details of this method can be found in [58] pp. 38-48 and [77] pp. 1313-1315. The Turing method can be developed for Artin $L$-functions. However, to save time we used a theorem by Tollis [77] that applies to Dedekind zeta functions. Consider the Artin $L$-function attached to the modular form $f_{31}$. Let $K = \mathbb{Q}(\theta)$ where $\theta$ is the real root of $x^3 + x - 1$. One can show that

$$\zeta_K(s) = \zeta(s) L(s, f_{31}).$$

Hence, if we have a way of computing the zeros of $\zeta(s)$, we can check RH. Glen Pugh generously supplied his programs to compute zeros of the zeta function. Using his programs we found the zeros of the zeta function. In fact, his programs also verify RH for the zeta function to a given height. We need some notation. Set $Q = \sqrt{31/2\pi^2}$. Complete the zeta function to

$$\Lambda_K(s) = Q^s \Gamma(s) \Gamma\left(\frac{s}{2}\right) \zeta_K(s),$$

then we have the functional equation

$$\Lambda_K(1-s) = \Lambda_K(s).$$

Let $N_K(T)$ be the number of zeros satisfying $0 \leq \text{Re}(s) \leq 1$ and $0 \leq \text{Im}(s) \leq T$. Define

$$\theta_K(t) = t \cdot \log Q + \text{Im} \log \Gamma\left(\frac{1}{2} + it\right) + \text{Im} \log \Gamma\left(\frac{1}{4} + \frac{t}{2}\right) \quad \text{for } t > 0.$$
and \( Z_K(t) = \exp(i\theta_K(t))\zeta_K\left(\frac{1}{2} + it\right) \). Note that \( Z_K(t) \) is a real-valued function. A Gram point, \( g_j \) is a number that satisfies

\[ \theta_K(g_j) = j\pi. \]

Let \( \epsilon \) be a number satisfying \( 0 < \epsilon < \frac{1}{2} \). An \( \epsilon \)-Gram block consists of numbers,

\[ g_n, g_{n+1}, \ldots, g_{n+l-1}, g_l \]

such that

\[ (-1)^j Z_K(g_j) > 0 \quad \text{for} \quad j = n \quad \text{and} \quad j = n + l, \]

\[ (-1)^j Z_K(g_j) < 0 \quad \text{for} \quad n < j < n + l, \]

and

\[ |\theta_K(g_j) - j\pi| \leq \epsilon. \]

Tollis [77] p. 1314 shows the following theorem.

**Theorem 4.3.1** Assume that \( g_n > 40 \) and assume also that the interval \((g_n, g_{n+l})\) is the union of \( p \) disjoint \( \epsilon \)-Gram blocks, each containing at least as many zeros of \( Z_K(t) \) as its length. If

\[
p + \left(\frac{1}{2} - \epsilon\right)l > (0.2928 \cdot N_K + 0.0419) \log \left( |D_K| \left(\frac{g_{n+l}}{2\pi}\right)^3 \right) + 0.0195 \log^2 \left( |D_K| \left(\frac{g_{n+l}}{2\pi}\right)^3 \right) \tag{4.7}
\]

then \( N_K(g_n) \leq n + 1 \) and \( N_K(g_{n+l}) \geq n + l + 1 \).

We will now show how to apply the above theorem. Let \( T = 1000 \). For the function \( L(s, f_{31}) \) our program found 1842 zeros on the critical line to height \( T \). For the zeta function \( \zeta(s) \) there are precisely 649 zeros of \( \zeta(s) \) to this height. We would like to show that \( N_K(1000) = 649 + 1842 = 2491 \). If this is true then RH is true for \( L(s, f_{31}) \) to height \( T = 1000 \). Let \( \epsilon = 0.001 \). Using our program, we found that

\[ g_{2490} = 1000.123... \]

and is a good Gram point. We will take \( n = 2490 \) in the above theorem and by trial and error we chose \( l = 30 \). It turns out that

\[ g_{2490+30} = g_{2520} = 1011.907... \]

There are \( p = 21 \) \( \epsilon \)-Gram blocks in \((g_n, g_{n+l})\). Thus we obtain

\[ \text{LHS} = 30.149... \]
and

\[ \text{RHS} = 28.663... \]

From this we deduce that \( N_K(g_{2490}) = 2491 \) and there are 1842 zeros of \( L(s, f_{31}) \) to height \( T = 1000 \). This example shows how RH was verified for \( f_{23}, f_{31}, f_{59}, \) and \( f_{83} \). Lastly, the function \( f_{144} \) can also be treated in this way. In this case, we let \( K \) be the splitting field of \( x^4 - 12 \). We have the identity

\[ \zeta_K(s) = \zeta(s)L(s, (-4))L(s, (12))L(s, (-3))L(s, (f_{144}))^2. \]

From this identity, we similarly apply Tollis’ theorem and show RH for \( L(s, f_{144}) \) to a given height. This technique only works if we have programs to compute zeros of each of the \( L \)-functions on the right.

### 4.3.5 Zero data

Listed below is some data on the the Artin \( L \)-functions whose zeros were computed. \( T \) denotes the height to which they were computed. \( N(T) \) is the number of zeros to height \( T \). This has been verified by Tollis’ theorem in the preceding section.

<table>
<thead>
<tr>
<th>( L(s, \rho_p) )</th>
<th>( T )</th>
<th>( N(T) )</th>
<th>least zero</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>972.2</td>
<td>1736</td>
<td>5.1156833287</td>
</tr>
<tr>
<td>31</td>
<td>1071.83</td>
<td>1999</td>
<td>4.1662147526</td>
</tr>
<tr>
<td>59</td>
<td>793.8</td>
<td>1485</td>
<td>3.4318050042</td>
</tr>
<tr>
<td>83</td>
<td>737.33</td>
<td>1403</td>
<td>2.9160681285</td>
</tr>
<tr>
<td>144</td>
<td>667.25</td>
<td>1307</td>
<td>2.5166582692</td>
</tr>
</tbody>
</table>
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5.1 Existence of the limiting distribution

Let \( L/K \) be a normal extension of number fields. Let \( G = \text{Gal}(L/K) \) be the corresponding Galois group and \( C \) be a conjugacy class of \( G \). We will now derive an explicit formula for \( |G|/|C| \). This formula explains when there should be a bias. As in the Rubinstein-Sarnak article, a bias can be caused by the behaviour of the squares of the Frobenius elements attached to each prime ideal. However, in this setting an additional bias term can arise in the case where the corresponding Artin \( L \)-functions vanish at the central point \( s = \frac{1}{2} \). Consider the following functions

\[
\psi_C(x) = \sum_{\mathcal{N}p \leq x, \sigma_p = C} \log(\mathcal{N}p) \quad \text{and} \quad \theta_C(x) = \sum_{\mathcal{N}p \leq x, \sigma_p = C} \log(\mathcal{N}p).
\]

These are the natural analogues of \( \psi(x; a, q) \) and \( \theta(x; a, q) \) in the number field setting. By definition, it follows that

\[
\psi_C(x) = \theta_C(x) + \sum_{\mathcal{N}p^2 \leq x, \sigma_p = C} \log(\mathcal{N}p) + O(x^{\frac{1}{3}}).
\]

The error term is obtained by observing that

\[
\theta_C(x) \leq \theta_K(x) = \sum_{\mathcal{N}p \leq x} \log(\mathcal{N}p) \ll x
\]

by the prime ideal theorem. Let \( C_1, C_2, \ldots, C_t \) be conjugacy classes such that \( C_i^2 \subset C \) for \( i = 1 \ldots t \). Let \( \text{sq}^{-1}(C) \) be the conjugacy set defined by

\[
\text{sq}^{-1}(C) = \bigcup_{i=1}^{t} C_i.
\]

Rearranging the above formula we obtain

\[
\theta_C(x) = \psi_C(x) - \sum_{\mathcal{N}p \leq x^{\frac{1}{2}}, \sigma_p \subset \text{sq}^{-1}(C)} \log(\mathcal{N}p) + O(x^{\frac{1}{3}}).
\]
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However, in proving an effective version of Chebotarev’s density theorem we obtain
\[ \sum_{Np \leq x^{1/2}} \log(Np) = \frac{|\text{sq}^{-1}(C)|}{|G|} x^{1/2} + O(x^{1/2 + \epsilon}) . \]

under the assumption of GRH. Substituting this into the previous equation and multiplying by \( \frac{|G|}{|C|} \) we obtain
\[ \frac{|G|}{|C|} \theta_C(x) = \frac{|G|}{|C|} \psi_C(x) - \frac{|\text{sq}^{-1}(C)|}{|C|} x^{1/2} + O(x^{1/2}) . \] (5.1)

Now we make the following observation from representation theory. Let \( \text{Irr}(G) \) denote the set of irreducible characters of \( G \). Let \( s, t \) be elements of \( G \) and \( C = C(s) \) the conjugacy class of \( s \). There is the following orthogonality formula for group characters.
\[ \frac{|C|}{|G|} \sum_{\chi \in \text{Irr}(G)} \overline{\chi(s)} \chi(t) = \begin{cases} 1 & \text{if } t \in C \\ 0 & \text{otherwise} \end{cases} . \]

Applying this formula we obtain
\[ \psi_C(x) = \sum_{Np^m \leq x, \sigma_p \subset \text{sq}^{-1}(C)} \log(Np) = \sum_{Np^m \leq x} \log(Np) \left( \frac{|C|}{|G|} \sum_{\chi \in \text{Irr}(G)} \overline{\chi(C)} \chi(\sigma_p^m) \right) . \]

Switching order of summation yields
\[ \psi_C(x) = \frac{|C|}{|G|} \sum_{\chi \in \text{Irr}(G)} \overline{\chi(C)} \psi(x, \chi) . \] (5.2)

This formula is very useful since the functions \( \psi(x, \chi) \) are intimately related to the logarithmic derivatives of the Artin \( L \)-functions. Applying (5.1) and (5.2) we obtain
\[ \frac{|G|}{|C|} \theta_C(x) = \sum_{\chi \in \text{Irr}(G)} \overline{\chi(C)} \psi(x, \chi) - \frac{|\text{sq}^{-1}(C)|}{|C|} x^{1/2} + O(x^{1/2}) . \] (5.3)

Recall that by definition of the Riemann-Stieltjes integral we also have
\[ \pi_C(x) = \int_{2^k}^{x} \frac{d\theta_C(t)}{\log t} . \] (5.4)
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Hence combining (5.3) and (5.4) leads to

\[
\frac{|G|}{|C|} \pi_C(x) = \sum_{x} \chi(x) \int_{2-}^{x} \frac{d\psi(t, \chi)}{\log t} - \frac{|\text{sq}^{-1}(C)|}{|C|} \frac{x^{\frac{1}{2}}}{\log x} + O \left( \frac{x^{\frac{1}{2}}}{\log^2 x} \right)
\]

\[
= \int_{2-}^{x} \frac{d\psi(t, 1)}{\log t} + \sum_{\chi \neq 1} \chi(C) \frac{\psi(x, \chi)}{\log x} - \frac{|\text{sq}^{-1}(C)|}{|C|} \frac{x^{\frac{1}{2}}}{\log x} + O \left( \int_{2-}^{x} \frac{\psi(t, \chi)dt}{t \log^2 t} + \frac{x^{\frac{1}{2}}}{\log^2 x} \right)
\]

\[
= \pi_K(x) + \frac{\sqrt{x}}{\log x} + O \left( \frac{x^{\frac{1}{2}}}{\log x} \right) + \sum_{\chi \neq 1} \chi(C) \frac{\psi(x, \chi)}{\log x} - \frac{|\text{sq}^{-1}(C)|}{|C|} \frac{x^{\frac{1}{2}}}{\log x}
\]

\[
+ O \left( \int_{2-}^{x} \frac{\psi(t, \chi)dt}{t \log^2 t} + \frac{x^{\frac{1}{2}}}{\log^2 x} \right)
\] (5.5)

We have used the notation

\[
\pi_K(x) = \# \{ p \subset O_K \mid Np \leq x \}.
\]

Therefore,

\[
\frac{|G|}{|C|} \pi_C(x) - \pi_K(x) = \sum_{\chi \neq 1} \chi(C) \frac{\psi(x, \chi)}{\log x} + \left( 1 - \frac{|\text{sq}^{-1}(C)|}{|C|} \right) \frac{x^{\frac{1}{2}}}{\log x}
\]

\[
+ O \left( \int_{2-}^{x} \frac{\psi(t, \chi)dt}{t \log^2 t} + \frac{x^{\frac{1}{2}}}{\log^2 x} \right).
\] (5.6)

It now suffices to show that

\[
\int_{2-}^{x} \frac{\psi(t, \chi)dt}{t \log^2 t} \ll O \left( \frac{x^{\frac{1}{2}}}{\log^2 x} \right)
\] (5.7)

The proof of this statement is completely analogous to [62] p. 179. It is possible to show, assuming Artin’s conjecture on the holomorphy of the Artin \( L \)-function \( L(s, \chi) \) that

\[
\psi(x, \chi) = \delta(\chi) - \sum_{|\gamma| \leq X} \frac{x^{\rho}}{\rho} + O_{K,L} \left( \frac{x \log^2(xX)}{X} + \log x \right)
\] (5.8)

where \( \rho = \beta_{\chi} + i\gamma_{\chi} \) runs over the zeros of \( L(s, \chi) \) in \( 0 < \text{Re}(s) < 1 \) and the implied constant in the \( O \) depends on the fields \( L \) and \( K \). Assuming the RH for \( L(s, \chi) \), we have \( \beta_{\chi} = \frac{1}{2} \) and the preceding equation becomes

\[
\psi(x, \chi) = -\sqrt{x} \sum_{|\gamma| \leq X} \frac{x^{i\gamma_{\chi}}}{\frac{1}{2} + i\gamma_{\chi}} + O_{K,L} \left( \frac{x \log^2(xX)}{X} + \log x \right)
\] (5.9)
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Let \( G(x, \chi) = \int_x^2 \psi(t, \chi) dt \). After substituting (5.9), integrating, and letting \( X \to \infty \), we obtain
\[
G(x, \chi) = -\sum_{\gamma \chi} \chi \left( \frac{x^{\frac{3}{2} + i\gamma \chi}}{\frac{1}{2} + i\gamma \chi} \right) + O(x \log x) \tag{5.10}
\]
where the constant in the error term depends on field constants of \( L \) and \( K \). The above sum is absolutely convergent in light of the following formula for the number of zeros of \( L(s, \chi) \) in the critical strip. Applying the argument principle yields
\[
\# \{ |\gamma \chi| \leq T \} \ll_{L,K} T \log T
\]
where the implied constant depends on the fields \( L \) and \( K \). This shows that \( G(x, \chi) \ll_{L,K} x^{\frac{3}{2}} \). Thus, integrating the left hand side of (5.7) leads to the appropriate error term \( O\left( \frac{x}{\log^2 x} \right) \). We have established the following lemma.

**Lemma 5.1.1** Assume GRH. As \( x \to \infty \) we have
\[
\log x \sqrt{x} \left( \frac{|G|}{|C|} \pi_C(x) - \pi_K(x) \right) = \sum_{\chi \neq 1} \chi(C) \frac{\psi(x, \chi)}{\sqrt{x}} + \left( 1 - \frac{|\text{sq}^{-1}(C)|}{|C|} \right) + O\left( \frac{1}{\log x} \right). \tag{5.11}
\]

**Comment** The above method can be used to obtain a formula to compare sets of primes whose Frobenius elements are in two different conjugacy classes. Using this formula, we can now compare two conjugacy classes \( C_1 \) and \( C_2 \). Define
\[
E_{G;1,2}(x) = \frac{\log x}{x^{\frac{1}{2}}} \left( \frac{|G|}{|C_1|} \pi_{C_1}(x) - \frac{|G|}{|C_2|} \pi_{C_2}(x) \right).
\]
We obtain
\[
E_{G;1,2}(x) = \left( \frac{|\text{sq}^{-1}(C_2)|}{|C_2|} - \frac{|\text{sq}^{-1}(C_1)|}{|C_1|} \right) - \sum_{\chi \neq 1} \left( \chi(C_1) - \chi(C_2) \right) \sum_{|\gamma \chi| \leq X} \frac{x^{i\gamma \chi}}{\frac{1}{2} + i\gamma \chi} + O\left( \frac{\sqrt{x} \log^2 X}{X} + \frac{1}{\log x} \right) \tag{5.12}
\]
where \( 2 \leq x \leq X \) and \( O \) depends on \( L \) and \( K \). In the inner sum on the right, we are summing over zeros of a non-trivial Artin \( L \)-function. In the corresponding sum in the Rubinstein-Sarnak article, it is assumed that no terms arise from the vanishing of a Dirichlet \( L \)-function at \( s = \frac{1}{2} \). In fact, this conjecture is widely accepted to be true.
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There are results of Iwaniec-Sarnak [37] and Soundararajan [72] that show a large proportion of the Dirichlet $L$-functions do not vanish at the critical point. Contrary to the situation in [62], there are known examples of Artin $L$-functions vanishing at $s = \frac{1}{2}$. Armitage and Serre were among the first to find such examples. Because of the above comments, set

$$n_\chi = \text{ord}_{s = \frac{1}{2}} L(s, \chi).$$

Note that if Artin’s holomorphy conjecture is true, then $n_\chi \geq 0$. In (5.12), removing the contributions coming from possible zeros at the critical point leads to the following bias factor

$$c_{\frac{1}{2}}(G, C) = 2 \sum_{\chi \neq 1} \chi(C) n_\chi. \quad (5.13)$$

Similarly, we will set $c_{sq}(G, C) = \frac{|\text{sq}^{-1}(C)|}{|C|}$. Therefore, we define the modified bias factor as

$$c(G, C) = c_{sq}(G, C) + c_{\frac{1}{2}}(G, C). \quad (5.14)$$

When the group is understood to be fixed, we will abbreviate $c(G, C)$ to $c(C)$, $c_{sq}(G, C)$ to $c_{sq}(C)$, and $c_{\frac{1}{2}}(G, C)$ to $c_{\frac{1}{2}}(C)$. The bias factor $c$ consists of two terms. The first term is a result of the behaviour of the squares of the Frobenius substitutions. This is the classical Chebyshev bias. The second term reflects the possible vanishing of Artin $L$-functions. This bias factor is only valid for the two-way races. Otherwise, we consider the bias factor in the form

$$\alpha(G, C) = 1 - c(G, C).$$

We can now rewrite (5.12) as

$$E_{G;1,2}(x) = c(G, C_2) - c(G, C_1) - \sum_{\chi \neq 1} (\chi(C_1) - \chi(C_2)) \sum_{0 < |\gamma_\chi| \leq T} \frac{x^{i \gamma_\chi}}{\frac{1}{2} + i \gamma_\chi} + O \left( \frac{\sqrt{x} \log^2 X}{X} + \frac{1}{\log x} \right). \quad (5.15)$$

Notice that the inner sum on the right now excludes the possible zeros at $s = \frac{1}{2}$. Define the vector-valued function

$$E_{G;1,2,...,r}(x) = \frac{\log x}{\sqrt{x}} \left( \frac{|G|}{|C_1|} \pi_{C_1}(x) - \pi_K(x), \ldots, \frac{|G|}{|C_r|} \pi_{C_r}(x) - \pi_K(x) \right).$$

Also define

$$E(y) = E_{G;1,2,...,r}(e^{iy}) = (E_{G;C_1}(e^{iy}), \ldots, E_{G;C_r}(e^{iy})), \quad E^{(T)}(y) = (E^{(T)}_1(y), \ldots, E^{(T)}_r(y)) \text{ where ,}$$

$$E^{(T)}_j(y) = \alpha(G; C) - \sum_{\chi \neq 1} \chi(C_j) \sum_{0 < |\gamma_\chi| \leq T} \frac{e^{iy\gamma_\chi}}{\frac{1}{2} + i \gamma_\chi}, \quad 1 \leq j \leq r, \quad (5.16)$$

$$e^{(T)}(y) = E(y) - E^{(T)}(y) = (e^{(T)}_1(y), \ldots, e^{(T)}_r(y)).$$
Theorem 5.1.2 Assume GRH for the Artin $L$-functions and Artin’s holomorphy conjecture. Then $E(y)$ has a limiting distribution $\mu_{1,2,\ldots,r}$ on $\mathbb{R}^r$, that is,

$$\lim_{Y \to \infty} \frac{1}{Y} \int_2^Y f(E_{G;1,2,\ldots,r}(e^y)) \, dy = \int_{\mathbb{R}^r} f(x) d\mu_{1,2,\ldots,r}(x)$$

for all bounded Lipschitz continuous functions on $\mathbb{R}^r$.

Proof This proof is the same as in the Rubinstein-Sarnak article and is only presented for completeness. We will specialize to $f : \mathbb{R}^r \to \mathbb{R}$, a Lipschitz function. This satisfies

$$|f(x) - f(y)| \leq c_f |x - y|.$$

We will need some lemmas.

Lemma 5.1.3 For $T \geq 1$ and $Y \geq \log 2$,

$$\int_{\log 2}^Y |\epsilon_1^{(T)}(y)|^2 \, dy \ll Y \frac{\log^2 T}{T} + \frac{\log^3 T}{T}.$$

Proof See Rubinstein-Sarnak [62] p. 179 where the argument is identical.

The next step is to prove the existence of a probability measure for the approximation $E^{(T)}(y)$. We need the following result:

Lemma 5.1.4 For each $T$ there is a probability measure $\nu_T$ on $\mathbb{R}^r$ such that

$$\nu_T(f) := \int_{\mathbb{R}^r} f(x) \, d\nu_T(x) = \lim_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^Y f(E^{(T)}(y)) \, dy$$

Proof For all $\chi \neq 1$ list the zeros $\frac{1}{2} + i\gamma_\chi$ of the $L(s, \chi)$ satisfying $0 < \gamma_\chi \leq T$ by size as $\gamma_1, \gamma_2, \ldots, \gamma_N$. We only need to consider the positive values since if $\chi$ is a real character, $L(\frac{1}{2} + i\gamma, \chi) = 0 \Leftrightarrow L(\frac{1}{2} - i\gamma, \chi) = 0$. Likewise, if $\chi$ is complex, then $L(\frac{1}{2} + i\gamma, \chi) = 0 \Leftrightarrow L(\frac{1}{2} - i\gamma, \overline{\chi}) = 0$. Using these symmetries we obtain

$$E^{(T)}(y) = 2\text{Re} \left( \sum_{l=1}^N b_le^{iy\gamma_l} \right) + b_0,$$

where $b_0, b_1, \ldots, b_N \in \mathbb{C}$ with

$$b_0 = (\alpha(G; C_1), \ldots, \alpha(G; C_r)),$$

$$b_l = -\left( \frac{\chi(C_1)}{\frac{1}{2} + \gamma_l}, \ldots, \frac{\chi(C_r)}{\frac{1}{2} + \gamma_l} \right). \quad (5.17)$$
Define the function $g(\theta_1, \ldots, \theta_N)$ on the $N$-torus $T^N = \mathbb{R}^N / \mathbb{Z}^N$ by

$$g(\theta_1, \ldots, \theta_N) = f \left( 2\text{Re} \left( \sum_{l=1}^{N} b_l e^{2\pi i \theta_l} \right) + b_0 \right).$$

Observe that $g$ is a continuous function on $T^N$ and

$$f(E^{(T)}(y)) = g \left( \frac{\gamma_1 y}{2\pi}, \ldots, \frac{\gamma_N y}{2\pi} \right).$$

Let $A$ be the topological closure in $T^N$ of the one-parameter subgroup

$$\Gamma(y) := \left\{ \left( \frac{\gamma_1 y}{2\pi}, \ldots, \frac{\gamma_N y}{2\pi} \right) \mid y \in \mathbb{R} \right\}.$$

Observe that $A$ is a torus. Also, there is a normalized Haar measure on $A$, $da$. This is the canonical probability measure. The Kronecker-Weyl Theorem shows that $\Gamma(y)$ is equidistributed in $A$. Since $g|_A$ is continuous on $A$, we have the following equivalent formulation of $\Gamma(y)$ being equidistributed in $A$,

$$\lim_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(E^{(T)}(y)) \, dy = \int_A g(a) \, da.$$

This almost completes the proof. Observe that $g|_A = f \circ X_T|_A$ where $X_T : T^N \to \mathbb{R}^r$ is defined by

$$X_T(\theta_1, \ldots, \theta_N) = 2\text{Re} \left( \sum_{l=1}^{N} b_l e^{2\pi i \theta_l} \right) + b_0.$$

Since $X_T|_A$ is a random variable defined on the probability space $A$, there is a canonical probability measure, $\nu_T$, defined on $\mathbb{R}^r$. If $B$ is a Borel subset of $\mathbb{R}^r$, then $\nu_T(B)$ is defined by

$$\nu_T(B) = a(X_T|_A^{-1}(B))$$

where $a$ is the normalized Haar measure on $A$. It now follows from the standard change of variable formula from probability that

$$\int_A g(a) \, da = \int_{\mathbb{R}^r} f(x) \, d\nu_T(x).$$
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This completes the proof of the lemma. □

We can now complete the main theorem.

\[
\frac{1}{Y} \int_{\log 2}^{Y} f(E(y)) \, dy = \frac{1}{Y} \int_{\log 2}^{Y} f(E^{(T)}(y) + \epsilon^{(T)}(y)) \, dy
\]

\[
= \frac{1}{Y} \int_{\log 2}^{Y} f(E^{(T)}(y)) \, dy + O \left( \frac{c_f}{Y} \int_{\log 2}^{Y} |\epsilon^{(T)}(y)| \, dy \right)
\]

\[
= \frac{1}{Y} \int_{\log 2}^{Y} f(E^{(T)}(y)) \, dy + O \left( \frac{c_f}{\sqrt{Y}} \left( \int_{\log 2}^{Y} |\epsilon^{(T)}(y)|^2 \, dy \right)^{\frac{1}{2}} \right)
\]

\[
= \frac{1}{Y} \int_{\log 2}^{Y} f(E^{(T)}(y)) \, dy + O \left( c_f \left( \frac{\log T}{\sqrt{T}} + \frac{\log^2 T}{Y \sqrt{T}} \right) \right).
\]  

(5.18)

The above equalities are obtained by applying the Lipschitz condition, Cauchy-Schwarz, and Lemma 5.1.3. Letting \( Y \to \infty \) and applying Lemma 5.1.4 yields

\[
\nu_T(f) - O \left( \frac{c_f \log T}{\sqrt{T}} \right) \leq \liminf_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(E(y)) \, dy
\]

\[
\leq \limsup_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(E(y)) \, dy \leq \nu_T(f) + O \left( \frac{c_f \log T}{\sqrt{T}} \right).
\]  

(5.19)

Since \( T \) can be chosen arbitrarily large, we deduce that the lim sup and lim inf are equal. Therefore, the limit

\[
\lim_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(E(y)) \, dy
\]

exists. We will now refer to Helly’s Theorems to construct a limiting Borel measure. The result states:

**Lemma - Helly’s Theorems 5.1.5**

(i) Every sequence of \( \{F_n(x)\} \) of uniformly bounded non-decreasing functions contains a subsequence \( \{F_{n_k}(x)\} \) which converges weakly to some non-decreasing bounded function \( F(x) \).

(ii) Let \( f(x) \) be a continuous function and assume that \( \{F_n(x)\} \) is a sequence of uniformly bounded, non-decreasing functions which converge weakly to some function \( F(x) \) at all points of a continuity interval \([a,b]\) of \( F(x) \), then

\[
\lim_{n \to \infty} \int_{a}^{b} f(x) \, dF_n(x) = \int_{a}^{b} f(x) \, dF(x).
\]
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Apply Lemma 5.1.5 (i) to $\nu_T(x)$, to obtain a countable sequence of distribution functions such that
\[
\{\nu_{T_k} \mid k \geq 1\}
\]
such that $\nu_{T_k} \rightarrow \mu$ weakly
where $\mu$ is a Borel measure on $\mathbb{R}^r$. By Lemma 5.1.5 (ii), this implies that
\[
\lim_{k \rightarrow \infty} \int_B f(x) \, d\nu_{T_k}(x) = \int_B f(x) \, d\mu(x)
\]
for $f$ a continuous function and $B$ a Borel set. Hence, by the above inequalities we observe that
\[
\lim_{Y \rightarrow \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(E(y)) \, dy = \int_{\mathbb{R}^r} f(x) \, d\mu(x) = \mu(f)
\]
In addition, we have proven that the Borel measure $\mu$ satisfies
\[
|\mu(f) - \nu_T(f)| \ll \frac{c_f \log T}{\sqrt{T}}
\]
for all continuous Lipschitz functions $f$. Taking $f = 1$ shows that
\[
|\mu(1) - 1| \ll \frac{\log T}{\sqrt{T}}
\]
since $\nu_T$ are probability measures. Letting $T \rightarrow \infty$ implies that $\mu(1) = 1$ and we conclude that $\mu$ is also a probability measure. This completes the proof of the theorem in the case that $f$ is bounded continuous and Lipschitz.

5.2 Applications of LI

In this section, we will derive an explicit formula for the Fourier transform of the probability measure $\mu$.

**Theorem 5.2.1** Assuming LI, the Fourier transform of $\mu_{G;1,\ldots,r}$ can be explicitly computed to be
\[
\hat{\mu}(\xi) = \exp \left( -i \sum_{j=1}^{r} \alpha(G, C_j) \xi_j \right) \prod_{\chi \neq 1} \prod_{\gamma > 0} J_0 \left( \frac{2|\sum_{j=1}^{r} \chi(C_j) \xi_j|}{\sqrt{\frac{1}{4} + \gamma^2}} \right).
\]

**Proof** By definition the Fourier transform of $\mu$ is defined by
\[
\hat{\mu}(\xi) = \int_{\mathbb{R}^r} e^{-i \langle \xi, t \rangle} \, d\mu(t).
\]
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In the previous section, it was proven that \( \nu_T \to \mu \). By Levy’s Theorem, we have \( \hat{\nu}_T \to \hat{\mu} \). We saw that \( \nu_T \) is constructed from the canonical probability measure \( a \) on the torus \( A \). However, the assumption of LI implies that \( A = T^N \). Let \( dP_N = d\theta_1 \ldots d\theta_N \) denote Lebesgue measure on \( T^N \). Hence we see by the change of variable formula mentioned in the last section that

\[
\hat{\nu}_T(\xi) = \int_{\mathbb{R}^r} e^{-i\langle \xi, t \rangle} \, d\nu_T(t) = \int_{T^N} e^{-i\langle \xi, X_T(\theta) \rangle} \, dP_N(\theta).
\]

However, we can write \( X_T(\theta) = (X_1(\theta), \ldots, X_r(\theta)) \) where

\[
X_i(\theta) = 2\text{Re} \sum_{k=1}^{N} \overline{e}^{2\pi i \theta_k} + \alpha(G, C_i).
\]

This implies that

\[
\int_{\mathbb{T}^N} e^{-i\langle \xi, X_T(\theta) \rangle} \, dP_N(\theta)
= \exp \left( -i \sum_{i=1}^{r} \alpha(G, C_i) \xi_i \right) \int_{\mathbb{T}^N} e^{-i \sum_{i=1}^{N} \xi_i X_i(\theta)} \, dP_N(\theta)
= \exp \left( -i \sum_{i=1}^{r} \alpha(G, C_i) \xi_i \right) \int_{\mathbb{T}^N} e^{-i \sum_{i=1}^{N} \xi_i \text{Re} \sum_{j=1}^{N} \frac{\chi(C_j) e^{2\pi i \theta_j}}{\frac{1}{2} + i \gamma_j}} \, dP_N(\theta)
= \exp \left( -i \sum_{i=1}^{r} \alpha(G, C_i) \xi_i \right) \prod_{j=1}^{N} \int_{\mathbb{T}} e^{-i\langle \xi, \Sigma_j \rangle} \, d\theta_j.
= \exp \left( -i \sum_{i=1}^{r} \alpha(G, C_i) \xi_i \right) \prod_{j=1}^{N} \int_{\mathbb{R}^r} e^{-i\langle \xi, t \rangle} \, d\mu_{\gamma_j}(t)
\]

where \( \Sigma_j \) is the random vector defined on \( \mathbb{T} \) by

\[
\Sigma_j(\theta) = -\left( \frac{\chi(C_1) e^{2\pi i \theta}}{\frac{1}{2} + i \gamma_j} + \frac{\chi(C_1) e^{-2\pi i \theta}}{\frac{1}{2} - i \gamma_j}, \ldots, \frac{\chi(C_r) e^{2\pi i \theta}}{\frac{1}{2} + i \gamma_j} + \frac{\chi(C_r) e^{-2\pi i \theta}}{\frac{1}{2} - i \gamma_j} \right)
\]

and

\[
\mu_{\gamma_j}(t) = \text{meas}(\theta \in \mathbb{T} \mid \Sigma_j(\theta) \leq t).
\]

We have now shown that

\[
\hat{\mu}(\xi) = \exp \left( -i \sum_{i=1}^{r} \alpha(G, C_i) \xi_i \right) \lim_{N \to \infty} \prod_{j=1}^{N} \hat{\mu}_{\gamma_j}(\xi).
\]
Consider the integral
\[
\frac{\chi(C) e^{2\pi i \theta} + \chi(C) e^{-2\pi i \theta}}{\frac{1}{2} + i\gamma} + \frac{\chi(C) e^{2\pi i \theta} + \chi(C) e^{-2\pi i \theta}}{\frac{1}{2} - i\gamma} = \frac{2}{\sqrt{1 + \gamma^2}} \text{Re} \left( \chi(C) e^{2\pi i \theta - i\beta} \right).
\]
Setting \(\chi(C_j) = u_j + iv_j\) and \(R_{\gamma_j} = \frac{2}{\sqrt{4 + \gamma^2}}\) shows that
\[
\Sigma_j(\theta) = -R_{\gamma_j}(u_1 \sin(2\pi \theta - \beta) + v_1 \cos(2\pi \theta - \beta), \ldots, u_r \sin(2\pi \theta - \beta) + v_r \cos(2\pi \theta - \beta)) \quad (5.21)
\]
Consider the integral
\[
\int_{\mathbb{T}} e^{-i<\xi, \Sigma_j>} \, d\theta = \int_{\mathbb{T}} \exp(iR_{\gamma_j} \sum_{m=1}^{r} \xi_m (u_m \sin(2\pi \theta - \beta) + v_m \cos(2\pi \theta - \beta))) \, d\theta
\]
\[
= \int_{I_1} \exp(iR_{\gamma_j} \sum_{m=1}^{r} \xi_m (u_m \sin(2\pi \theta - \beta) + v_m \cos(2\pi \theta - \beta))) \, d\theta \quad (5.22)
\]
\[
+ \int_{I_2} \exp(iR_{\gamma_j} \sum_{m=1}^{r} \xi_m (u_m \sin(2\pi \theta - \beta) - v_m \cos(2\pi \theta - \beta))) \, d\theta
\]
where we have written \(\mathbb{T} = I_1 \cup I_2\) and \(I_1 = \{\theta \in \mathbb{T} \mid \cos(2\pi \theta - \beta) \geq 0\}\) and \(I_2 = \{\theta \in \mathbb{T} \mid \cos(2\pi \theta - \beta) \leq 0\}\). In each integral, make the variable change \(t = \sin(2\pi \theta - \beta)\). Notice that \(d\theta = \pm \frac{dt}{2\pi \sqrt{1 - t^2}}\) depending on whether \(\theta \in I_1\) or \(I_2\). Setting \(U = \sum_{m=1}^{r} \xi_m u_m\) and \(V = \sum_{m=1}^{r} \xi_m v_m\) we arrive at
\[
\int_{\mathbb{T}} e^{-i<\xi, \Sigma_j>} \, d\theta
\]
\[
= \frac{1}{2} \int_{-1}^{1} \exp(iR_{\gamma_j} \sum_{m=1}^{r} \xi_m (u_m t + v_m \sqrt{1 - t^2})) \frac{dt}{\pi \sqrt{1 - t^2}}
\]
\[
+ \frac{1}{2} \int_{-1}^{1} \exp(iR_{\gamma_j} \sum_{m=1}^{r} \xi_m (u_m t - v_m \sqrt{1 - t^2})) \frac{dt}{\pi \sqrt{1 - t^2}}
\]
\[
= \frac{1}{\pi} \int_{-1}^{1} \frac{1}{2} \left( \exp(iR_{\gamma_j}(Ut + V \sqrt{1 - t^2})) + \exp(iR_{\gamma_j}(Ut - V \sqrt{1 - t^2})) \right) \frac{dt}{\sqrt{1 - t^2}}
\]
\[
= \frac{1}{\pi} \int_{-1}^{1} \exp(iR_{\gamma_j}Ut) \cos(R_{\gamma_j}V \sqrt{1 - t^2}) \frac{dt}{\sqrt{1 - t^2}}
\]
\[
= J_0(R_{\gamma_j} \sqrt{U^2 + V^2}) \quad (5.23)
\]
This completes the theorem as $\sqrt{U^2 + V^2} = |\sum_{j=1}^r \chi(C_j)\xi_j|$. We have now shown that
\[
\hat{\mu}(\xi) = \exp \left(-i \sum_{j=1}^r \alpha(G,C_j)\xi_j \right) \prod_{\chi \neq 1, \gamma_\chi > 0} \prod_{J_0} \left(2 \sum_{j=1}^r \chi(C_j)\xi_j \right) \prod_{\chi \neq 1, \gamma_\chi > 0} \left(\frac{1}{4} + \gamma_\chi^2\right).
\]

**Comment** The above formula contains the formula from the Rubinstein-Sarnak article (see [62] p. 184). We can see this by taking the field extension $L/\mathbb{Q}$ where $L = \mathbb{Q}(_q\sqrt{}$).

### 5.3 Examples

#### 5.3.1 $S_3$

There are three conjugacy classes in this group. Namely,

\[C_1 = \{1\}, \quad C_2 = \{(12), (13), (23)\}, \quad \text{and} \quad C_3 = \{(123), (132)\}.
\]

Note that,

\[C_1^2 = C_1, \quad C_2^2 = C_1, \quad \text{and} \quad C_3^2 = C_3.
\]

This leads to the bias terms,

\[c_{sq}(S_3, C_1) = 4, \quad c_{sq}(S_3, C_2) = 0, \quad \text{and} \quad c_{sq}(S_3, C_3) = 1.
\]

The $S_3$ examples considered correspond to the Hilbert class fields of $\mathbb{Q}(_\sqrt{}$ for $l = 23, 31, 59, 83$. (This list may be extended). In Chapter 4, the polynomials whose roots generate these Hilbert class fields are listed. The three irreducible characters of this group will be denoted $\chi_1, \chi_2,$ and $\chi_3$. $S_3$ has the following character table:

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_2$</td>
<td>1</td>
<td>$-1$</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_3$</td>
<td>2</td>
<td>0</td>
<td>$-1$</td>
</tr>
</tbody>
</table>

Set $\pi_1(x) = 6\pi_{C_1}(x)$, $\pi_2(x) = 2\pi_{C_2}(x)$, and $\pi_3(x) = 3\pi_{C_3}(x)$. Because of our normalization, $\pi_i(x) \sim \text{Li}(x)$ in each case. We are interested in the sets of real numbers described by

\[P_{i,j} = \{x \geq 2 \mid \pi_i(x) > \pi_j(x)\}.
\]

We will first consider the two-way races. The following identities for the non-trivial Artin $L$-functions can be proven.

\[L(s, \chi_2) = L(s, (\frac{\chi}{x})) \quad \text{and} \quad L(s, \chi_3) = L(s, f_1).
\]
where the \( f_i \) are the modular forms mentioned in the last chapter. In all cases, it was checked numerically that these Artin \( L \)-functions are non-zero at \( s = 1/2 \). This implies that \( c(S_3, \zeta_i) = \varepsilon_\text{eq}(S_3, \zeta_i) \) for \( i = 1, 2, 3 \). We will use the convention that non-trivial zeros of \( L(s, \chi) \) are of the form \( \frac{1}{2} + i\gamma_2 \) and non-trivial zeros of \( L(s, \chi_3) \) are of the form \( \frac{1}{2} + i\gamma_3 \). From the last section, we obtain the following formulae.

\[
E_{1,2}(x) = \frac{\log x}{x^2} (\pi_1(x) - \pi_2(x)) = (0 - 4) - 2 \sum_{|\gamma_2| \leq x} \frac{x^{i\gamma_2}}{1/2 + i\gamma_2} - 2 \sum_{|\gamma_3| \leq x} \frac{x^{i\gamma_3}}{1/2 + i\gamma_3} + \text{small},
\]

\[
E_{1,3}(x) = \frac{\log x}{x^2} (\pi_1(x) - \pi_3(x)) = (1 - 4) - 3 \sum_{|\gamma_3| \leq x} \frac{x^{i\gamma_3}}{1/2 + i\gamma_3} + \text{small},
\]

\[
E_{3,2}(x) = \frac{\log x}{x^2} (\pi_3(x) - \pi_2(x)) = (0 - 1) - 2 \sum_{|\gamma_2| \leq x} \frac{x^{i\gamma_2}}{1/2 + i\gamma_2} + \sum_{|\gamma_3| \leq x} \frac{x^{i\gamma_3}}{1/2 + i\gamma_3} + \text{small},
\]

where small \( \ll \frac{\sqrt{x \log^2 x}}{x} \) for \( 2 \leq x \leq X \). This notation will be used throughout the following sections. As shown in the previous section, there exist limiting distributions of the functions \( E_{i,j}(e^y) \) denoted as \( \mu_{i,j} \). As in the Rubinstein-Sarnak article, their Fourier transforms may be computed. Doing a similar calculation we get

\[
\hat{\mu}_{1,2}(\xi) = e^{4i\xi} \prod_{\gamma_2 > 0} J_0 \left( \frac{4\xi}{\sqrt{\frac{1}{4} + \gamma_2^2}} \right) \prod_{\gamma_3 > 0} J_0 \left( \frac{4\xi}{\sqrt{\frac{1}{4} + \gamma_3^2}} \right),
\]

\[
\hat{\mu}_{1,3}(\xi) = e^{3i\xi} \prod_{\gamma_3 > 0} J_0 \left( \frac{6\xi}{\sqrt{\frac{1}{4} + \gamma_3^2}} \right),
\]

\[
\hat{\mu}_{3,2}(\xi) = e^{i\xi} \prod_{\gamma_2 > 0} J_0 \left( \frac{4\xi}{\sqrt{\frac{1}{4} + \gamma_2^2}} \right) \prod_{\gamma_3 > 0} J_0 \left( \frac{2\xi}{\sqrt{\frac{1}{4} + \gamma_3^2}} \right).
\]

Assuming RH and LI we have

\[
\delta(P_{1,2}) = \int_0^\infty d\mu_{1,2}(t) \quad \text{and} \quad \delta(P_{2,1}) = \delta(P_{1,2}^c) = \int_{-\infty}^0 d\mu_{1,2}(t).
\]

If we let \( f_{1,2}(t) \) be the density function of \( \mu_{1,2} \) then \( g(t) = f_{1,2}(t - 4) \) is the density function of the distribution \( w_{1,2} \). This has an even Fourier transform

\[
\hat{w}_{1,2}(\xi) = \prod_{\gamma_2 > 0} J_0 \left( \frac{4\xi}{\sqrt{\frac{1}{4} + \gamma_2^2}} \right) \prod_{\gamma_3 > 0} J_0 \left( \frac{4\xi}{\sqrt{\frac{1}{4} + \gamma_3^2}} \right).
\]
Therefore,

\[ \delta(P_{2,1}) = \int_{-\infty}^{4} dw_{1,2}(t) = \frac{1}{2} \left( \int_{-\infty}^{4} + \int_{-\infty}^{\infty} \right) dw_{1,2}(t) = \frac{1}{2} \left( \int_{-\infty}^{\infty} + \int_{-\infty}^{4} \right) dw_{1,2}(t) \]
\[ = \frac{1}{2} + \frac{1}{2} \int_{-4}^{4} dw_{1,2}(t) . \]

(5.24)

Applying the inversion formula for distribution functions, we obtain

\[ \delta(P_{2,1}) = \frac{1}{2} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(4t)}{t} \tilde{w}_{1,2}(t) \, dt . \]

Using the same techniques as in the Rubinstein-Sarnak article, we can compute the above integral very precisely thus obtaining values for the logarithmic densities. Details for all density calculations can be found in section 5.4. We computed the following densities for \( l = 23, 31, 59, 83: \)

<table>
<thead>
<tr>
<th>( i, j )</th>
<th>( \delta_{23;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{23;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{23;i,j} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.9830</td>
<td>23</td>
<td>0.7246</td>
<td>31</td>
<td>0.9570</td>
</tr>
<tr>
<td>12</td>
<td>0.0170</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( i, j )</th>
<th>( \delta_{31;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{31;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{31;i,j} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.9664</td>
<td>23</td>
<td>0.6863</td>
<td>31</td>
<td>0.9414</td>
</tr>
<tr>
<td>12</td>
<td>0.0336</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( i, j )</th>
<th>( \delta_{59;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{59;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{59;i,j} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.9287</td>
<td>23</td>
<td>0.6511</td>
<td>31</td>
<td>0.9108</td>
</tr>
<tr>
<td>12</td>
<td>0.0713</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( i, j )</th>
<th>( \delta_{83;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{83;i,j} )</th>
<th>( i, j )</th>
<th>( \delta_{83;i,j} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.8953</td>
<td>23</td>
<td>0.6238</td>
<td>31</td>
<td>0.8891</td>
</tr>
<tr>
<td>12</td>
<td>0.1047</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Finally, we could also race conjugacy sets. Note that

\[ \sigma_p \in C_1 \cup C_3 \iff \left( \frac{P}{l} \right) = 1 \text{ and } \sigma_p \in C_2 \iff \left( \frac{P}{l} \right) = -1 \]

for \( p \) an unramified prime. This shows that if we define conjugacy sets \( D_1 = C_1 \cup C_3 \) and \( D_2 = C_2 \), then the race between primes that satisfy \( \sigma_p \in D_1 \) versus those that
satisfy $\sigma_p \in D_2$ is just the race between primes that are quadratic residues mod $l$ versus quadratic non-residues mod $l$. This is the case studied in the Rubinstein-Sarnak [62] paper. Listed below are the densities of the sets

$$P_{l,N,R} = \{ x \geq 2 \mid \pi_N(x; l) > \pi_R(x; l) \}$$

where

$$\pi_N(x; l) = \sum_{p \leq x, (\frac{p}{l}) = -1} 1 = \pi_{D_1}(x)$$

and

$$\pi_R(x; l) = \sum_{p \leq x, (\frac{p}{l}) = 1} 1 = \pi_{D_2}(x).$$

<table>
<thead>
<tr>
<th>$l$</th>
<th>$\delta_{l,N,R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>0.90318</td>
</tr>
<tr>
<td>31</td>
<td>0.85507</td>
</tr>
<tr>
<td>59</td>
<td>0.79420</td>
</tr>
<tr>
<td>83</td>
<td>0.74696</td>
</tr>
</tbody>
</table>

### 5.3.2 $D_4$

Let $q(x) = x^4 - 12$. The splitting field of this polynomial is easily seen to be $L = \mathbb{Q}(i, \sqrt[4]{12})$ and it is possible to show that $\text{Gal}(L/\mathbb{Q}) \cong D_4$. $D_4$ is the dihedral group of order eight and has the group presentation

$$D_4 = \{ r, s \mid r^4 = s^2, rs = sr^{-1} \}.$$

The isomorphism can be specified by defining elements of the Galois group as

$$r : \{ \sqrt[4]{12} \rightarrow i\sqrt[4]{12}, i \rightarrow i \}$$

and

$$s : \{ \sqrt[4]{12} \rightarrow -\sqrt[4]{12}, i \rightarrow -i \}.$$

It has the five conjugacy classes,

$$C_1 = \{ 1 \}, C_2 = \{ r^2 \}, C_3 = \{ s, sr^2 \}, C_4 = \{ r, r^3 \}, \text{ and } C_5 = \{ sr, sr^3 \}$$

which satisfy

$$C_1^2 = 1, \ C_2^2 = 1, \ C_3^2 = 1, \ C_4^2 = C_2, \ C_5^2 = 1.$$

Therefore, we have the Chebyshev bias terms

$$c_{sq}(D_4, C_1) = \frac{6}{1} = 6, \ c_{sq}(D_4, C_2) = \frac{2}{1} = 2, \ c_{sq}(D_4, C_i) = 0 \text{ for } i = 3, 4, 5.$$

In the example cited, none of the Artin $L$-functions vanish at $s = \frac{1}{2}$ and so we obtain $c(D_4, C_i) = c_{sq}(D_4, C_i)$ for $1 \leq i \leq 5$. It is clear that $C_1$ loses to all conjugacy classes. $C_2$ beats $C_1$ but loses to the other three conjugacy classes. Lastly, there are no biases between $C_3, C_4,$ and $C_5$. In fact,

$$\delta(P_{D_4; i,j}) = \frac{1}{2} \text{ for } i \neq j \in \{3, 4, 5\}.$$

Listed below is the character table for $D_4$. 
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<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_2$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_4$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_5$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Serre notes in [69] pp. 242-243 that the Artin $L$-function $L(s, \chi_5)$ equals the modular form $L(s, f)$ where $f(z) = \eta^3(12z)$. We can also show that

$$L(s, \chi_2) = L(s, \left(\frac{-4}{n}\right)), L(s, \chi_3) = L(s, \left(\frac{12}{n}\right)), \text{ and } L(s, \chi_4) = L(s, \left(\frac{-3}{n}\right)).$$

As an example the first identity is proven. Consider $\chi_2 : \text{Gal}(L/\mathbb{Q}) \to \mathbb{C}^*$. Let $H = \ker \chi_2 = C_1 \cup C_2 \cup C_4 = \{1, r, r^2, r^3\}$. Note that $H$ is a normal subgroup and $D_4/H$ is a group of order two. The fixed field of $H$ is $\mathbb{Q}(i)$, thus

$$D_4/H \cong \text{Gal}(\mathbb{Q}(i)/\mathbb{Q}).$$

We have the projection map

$$p : D_4 \to D_4/H.$$

Let $\lambda$ be the non-trivial character of $D_4/H$. It’s easy to see that $\chi_2 = p \circ \lambda$. Consequently, by properties of Artin $L$-functions,

$$L(s, \chi_2, \mathbb{Q}/\mathbb{Q}) = L(s, \lambda, \mathbb{Q}(i)/\mathbb{Q}).$$

However, the Artin $L$-function on the right is precisely the Dirichlet $L$-function $L(s, \left(\frac{-4}{n}\right))$. The other two identities are similar.

In this example, there is a natural race between $C_1$ and $C_2$ since they have the same number of elements. Note that $\chi(C_1) - \chi(C_2) = 0$ for $\chi \neq \chi_5$ and $\chi_5(C_1) - \chi_5(C_2) = 2 - (-2) = 4$. From the formulas in the previous section,

$$8\log x \frac{\pi_{C_1}(x) - \pi_{C_2}(x)}{\sqrt{x}} = (2 - 6) - 4 \sum_{0<|\gamma_5|<X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{ small}.$$

Thus, we have

$$\log x \frac{\pi_{C_1}(x) - \pi_{C_2}(x)}{\sqrt{x}} = -\frac{1}{2} - \frac{1}{2} \sum_{0<|\gamma_5|<X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{ small}.$$

This shows a bias towards $C_2$.
(ii) In a similar fashion one derives for \( j = 3, 4, 5 \)

\[
E_{j,3}(x) = \log x \left( \pi_{C_j}(x) - 8\pi_{C_2}(x) \right) = 2 - \sum_{\chi \neq 1} (\chi(C_j) - \chi(C_2)) \sum_{0 < |\gamma| < X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{small}
\]

and

\[
E_{j,1}(x) = \log x \left( \pi_{C_j}(x) - 8\pi_{C_1}(x) \right) = 6 - \sum_{\chi \neq 1} (\chi(C_j) - \chi(C_1)) \sum_{0 < |\gamma| < X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{small} .
\]

Both formulas indicate a bias towards \( C_j \). Each of the two way logarithmic densities were calculated using the zeros of the Artin \( L \)-functions. We obtained

<table>
<thead>
<tr>
<th>((i,j))</th>
<th>(\delta_{144;i,j})</th>
<th>((i,j))</th>
<th>(\delta_{144;i,j})</th>
<th>((i,j))</th>
<th>(\delta_{144;i,j})</th>
<th>((i,j))</th>
<th>(\delta_{144;i,j})</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>0.8597</td>
<td>42</td>
<td>0.8098</td>
<td>31</td>
<td>0.9985</td>
<td>51</td>
<td>0.9963</td>
</tr>
<tr>
<td>12</td>
<td>0.1403</td>
<td>24</td>
<td>0.1902</td>
<td>13</td>
<td>0.0015</td>
<td>15</td>
<td>0.0037</td>
</tr>
<tr>
<td>32</td>
<td>0.8272</td>
<td>52</td>
<td>0.8060</td>
<td>41</td>
<td>0.9968</td>
<td>34,35,45</td>
<td>1/2</td>
</tr>
<tr>
<td>23</td>
<td>0.1728</td>
<td>25</td>
<td>0.1940</td>
<td>14</td>
<td>0.0031</td>
<td>43,53,54</td>
<td>1/2</td>
</tr>
</tbody>
</table>

### 5.3.3 \(H_8\)

We will now consider two examples of field extensions of \(\mathbb{Q}\) having Galois group \(H_8\). The first example we will consider is Serre’s example of a Galois extension whose degree two Artin \( L \)-function has a zero at the centre of the critical line. Set \( L_1 = \mathbb{Q}(\theta_1) \) where \( \theta_1 = \sqrt{\frac{5+\sqrt{5}}{2} \cdot \frac{41+\sqrt{5\cdot 41}}{2}} \). The minimal polynomial of \( \theta_1 \) is

\[
f(x) = x^8 - 205x^6 + 13940x^4 - 378225x^2 + 3404025.
\]

The second example is given by \( L_2 = \mathbb{Q}(\theta_2) \) where \( \theta_2 = \sqrt{(2 + \sqrt{2})(3 + \sqrt{3})} \). The minimal polynomial of \( \theta_2 \) is

\[
f(x) = x^8 - 24x^6 + 144x^4 - 288x^2 + 144.
\]

It is not too difficult to check that these extensions are normal and have Galois group \(H_8\) (see p. 498 of Dummit and Foote [19] for a sketch of a proof). Furthermore, \(H_8\) has a group presentation

\[
H_8 = \{i, j \mid i^4 = 1, j^2 = i^2, ji^{-1} = i^{-1}\}
\]

and has the five conjugacy classes,

\[
C_1 = \{1\} , \ C_2 = \{-1\} , \ C_3 = \{\pm i\} , \ C_4 = \{\pm j\} , \ C_5 = \{\pm k\}.
\]
which satisfy
\[ C_1^2 = C_1, \quad C_2^2 = C_1, \quad C_3^2 = C_2, \quad C_4^2 = C_2, \quad C_5^2 = C_2. \]
Hence, we have the constants
\[ c_{sq}(H_8, C_1) = \frac{2}{1} = 2, \quad c_{sq}(H_8, C_2) = \frac{6}{1} = 6, \quad \text{and} \quad c_{sq}(H_8, C_i) = 0 \quad \text{for} \quad i = 3, 4, 5. \]
The above computations show that if there are no contributions from central zeros of an Artin L-function then \( C_i \) beats \( C_1 \) and \( C_2 \) for \( i = 3, 4, 5 \) and \( C_1 \) beats \( C_2 \). Also, there are no biases between \( C_3, C_4, \) and \( C_5 \). It is interesting to note that in the \( D_4 \) case \( C_1 \) loses to \( C_2 \), whereas in this example \( C_1 \) beats \( C_2 \). The race between \( C_1 \) and \( C_2 \) is natural as they have the same number of elements. Given a prime \( p \) we have
\[ \sigma_p = C_1 \iff f(x) \text{ splits completely mod } p. \]
and
\[ \sigma_p = C_2 \iff f \equiv f_1 f_2 f_3 f_4 \text{ mod } p. \]
where the \( f_i(x) \) are quadratic irreducible polynomials mod \( p \). Listed below is the character table for \( H_8 \)

<table>
<thead>
<tr>
<th></th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi_1 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \chi_2 )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>( \chi_3 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>( \chi_4 )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>( \chi_5 )</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

It is interesting to note that this character table is identical to the character table for \( D_4 \), yet these two groups are non-isomorphic.

(i) We will now analyze these examples using the explicit formulae. It should be observed that \( L_1 \) is a totally real field and contains the biquadratic field \( \mathbb{Q}(\sqrt{5}, \sqrt{41}) \). Consequently, it contains the three real quadratic fields \( \mathbb{Q}(\sqrt{5}) \), \( \mathbb{Q}(\sqrt{41}) \), and \( \mathbb{Q}(\sqrt{205}) \). As in the \( D_4 \) example, we have
\[ L(s, \chi_2) = L(s, (\frac{5}{5})), \quad L(s, \chi_3) = L(s, (\frac{41}{41})), \quad \text{and} \quad L(s, \chi_4) = L(s, (\frac{205}{205})), \]
up to some reordering of the characters. Unfortunately, the 2-dimensional character cannot be matched up with a weight one modular form as in the \( D_4 \) example. This is because \( L_1 \) is totally real and this forces \( \rho_5 \) to be an even representation. We now consider the contribution to the bias terms from the zero at \( s = \frac{1}{2} \) of \( L(s, \chi_5) \). We
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should notice that $L(\frac{1}{2}, \chi_i) \neq 0$ for $i = 2, 3, 4$. This can just be checked numerically. Set $\eta_{\chi_5} = \text{ord}_{s=\frac{1}{2}} L(s, \chi_5)$. This will be determined numerically. Therefore, we have

$$c_{\frac{1}{2}}(H_8, C_3) = 0, \quad c_{\frac{1}{2}}(H_8, C_4) = 0, \quad \text{and} \quad c_{\frac{1}{2}}(H_8, C_5) = 0$$

since $\chi_5(C_i) = 0$ in each of these cases. Looking at the character table we also obtain

$$c_{\frac{1}{2}}(H_8, C_1) = 4\eta_{\chi_5} \quad \text{and} \quad c_{\frac{1}{2}}(H_8, C_2) = -4\eta_{\chi_5}.$$ 

We conclude that $c(H_8, C_1) = 2 + 4\eta_{\chi_5}$, $c(H_8, C_2) = 6 - 4\eta_{\chi_5}$, and $c(H_8, C_i) = 0$ for $i = 3, 4, 5$. We should first observe that there are no biases between any two of the conjugacy classes of order two. A race between any two of these would have logarithmic density equal to $\frac{1}{2}$. Let’s consider the more interesting case of racing $C_1$ and $C_2$. From the explicit formulas, we have

$$8\log x \sqrt{x}(\pi_{C_1}(x) - \pi_{C_2}(x)) = (6 - 4\eta_{\chi_5}) - (2 + 4\eta_{\chi_5}) - 4\sum_{0 < |\gamma_5| < X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{small}.$$ 

Consequently, we obtain

$$\log x \sqrt{x}(\pi_{C_1}(x) - \pi_{C_2}(x)) = \frac{1}{2} - \eta_{\chi_5} - \frac{1}{2} \sum_{0 < |\gamma_5| < X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{small}.$$ 

Since $\eta_{\chi_5} \geq 1$ we see that there is a bias towards $C_2$. What is interesting about this formula is that without knowledge of the central zero of $L(s, \chi_5)$, the classical formulas suggest a bias towards $C_1$. In fact, the next example will show that there are quaternion groups in which the bias is towards $C_1$. Originally, we had planned to compute the logarithmic density of the set

$$P_{205^2,2,1} = \{ x \geq 2 \mid \pi_{C_2}(x) > \pi_{C_1}(x) \}.$$ 

Unfortunately, this project could not be completed in time. A future project is to compute $\delta(P_{205^2,2,1})$. One of the difficulties in computing this density is that the Artin $L$-function $L(s, \chi_5)$ has Artin conductor $f(\chi_5) = 205^2 = 42025$. This is rather large and may limit the number of zeros that can be computed. Following Rubinstein’s thesis, to compute $L(s, \chi_5)$ at a point $\frac{1}{2} + it$ would require evaluating a sum of special functions of length $O\left(\frac{205}{\pi} \cdot t\right)$. If the constant in the $O$ term is 10 then computing the $L$-function at height $t = 100$ would require computing $10 \cdot \frac{205}{\pi} \cdot 100 \approx 65253$ special functions. (This is not quite correct as we know that non-zero coefficients of Artin $L$-functions have zero density). However, this may still be too many terms to reasonably compute zeros at a larger height.

Instead, we wrote a short program using PARI to detect sign changes of the function $\pi_{C_1}(x) - \pi_{C_2}(x)$. Running this program for a few days, we found all sign changes less
than 100 million. We found 1375 sign changes. We then used the sign changes to estimate the density by the integral on the right. That is,
\[ \delta(P_{2052;2,1}) \approx \frac{1}{\log X} \int_2^X 1_{\{x \geq 2; \pi_{C_2}(x) > \pi_{C_1}(x)\}} \frac{dt}{t}. \]

where \( X = 10^8 \). With this choice we found the right hand side to be 0.8454... This seems to indicate a bias towards \( C_2 \) as expected. In addition, it may be noticed by looking at the list of sign changes that were many more long intervals where \( \pi_{C_2}(x) \) beats \( \pi_{C_1}(x) \).

(ii) As in the previous example, this field is normal over \( \mathbb{Q} \) with Galois group \( H_8 \). Clearly it contains the biquadratic field \( \mathbb{Q}(\sqrt{2}, \sqrt{3}) \) and the quadratic fields \( \mathbb{Q}(\sqrt{2}), \mathbb{Q}(\sqrt{3}), \) and \( \mathbb{Q}(\sqrt{6}) \). As before, the one-dimensional Artin L-functions are Dirichlet L-functions. Namely,
\[ L(s, \chi_2) = L(s, \chi_5), \quad L(s, \chi_3) = L(s, \chi_5), \quad \text{and} \quad L(s, \chi_4) = L(s, \chi_5). \]

Once again, the explicit formula is
\[ \log \frac{x}{\sqrt{x}} (\pi_{C_1}(x) - \pi_{C_2}(x)) = \frac{1}{2} - \eta_{\chi_5} - \frac{1}{2} \sum_{0<|\gamma|<X} \frac{x^{i\gamma}}{\frac{1}{2} + i\gamma} + \text{small} \]

where \( \eta_{\chi_5} = \text{ord}_{s=\frac{1}{2}} L(s, \chi_5) \). As in the previous example, we counted sign changes of \( \pi_{C_1}(x) - \pi_{C_2}(x) \) up to \( X = 10^8 \). We found 1478 signs changes less than \( 10^8 \). In addition we found that
\[ \delta(P_{48^2;1,2}) \approx 0.7391... \]
(48 is in fact, the Artin conductor of \( L(s, \chi_5) \).) This seems to indicate a bias towards \( C_1 \) contrary to the previous example. In addition, this suggests \( L(1, \chi_5) \neq 0 \) in this case. It would be interesting to determine how close this approximation is to the actual size of the logarithmic density of \( P_{48^2;1,2} \).

5.3.4 \( S_4 \)

No numerical examples were computed in this case. The symmetric group on four numbers, \( S_4 \), can be generated by the elements \( a = (12) \) and \( b = (1234) \). It has the presentation
\[ S_4 = \{ a, b \mid a^2 = b^4 = 1, \quad (ab)^3 = 1 \}. \]

Certainly, there exist infinitely many number fields \( L/\mathbb{Q} \) with Galois group \( S_4 \). For example, take
\[ f_p(x) = x^4 + px + p \]
for $p \geq 7$ and prime. Let $L_p$ be the splitting field of $p$. The resolvent cubic is $h_p(x) = x^3 - 4px + p^2$. This is irreducible for $p$ in the stated range, since the possible rational roots are $\pm 1, \pm p, \text{and} \pm p^2$. It can be checked that $h_p(x) \neq 0$ for any of these numbers. In addition, the polynomial discriminant of $f_p$ is

$$D_p = -p^3(27p - 256)$$

which is not a square. Therefore, $\text{Gal}(L_p/\mathbb{Q}) \cong S_4$ by the condition stated on p. 529 of [19].

$S_4$ has five conjugacy classes represented by the following elements

$$C_1 = \{1\}, \quad C_2 = \{(12)\}, \quad C_3 = \{(123)\}, \quad C_4 = \{(1234)\}, \quad C_5 = \{(12)(34)\}.$$ 

Note that these conjugacy classes have sizes 1, 6, 8, 6, and 3. In addition,

$$C_1^2 = C_1, \quad C_2^2 = C_1, \quad C_3^2 = C_3, \quad C_4^2 = C_5, \quad \text{and} \quad C_5^2 = C_1.$$ 

thus

$$c_{sq}(S_4, C_1) = \frac{10}{1}, \quad c_{sq}(S_4, C_2) = 0, \quad c_{sq}(S_4, C_3) = \frac{3}{3} = 1,$$

$$c_{sq}(S_4, C_4) = 0, \quad \text{and} \quad c_{sq}(S_4, C_5) = \frac{6}{3} = 2. \quad \text{(5.25)}$$

This shows that $C_2$ and $C_4$ each beat $C_1$, $C_3$ and $C_5$. However, there is no bias between $C_2$ and $C_2$ as $\delta(P_{S_4;2;4}) = \frac{1}{2}$. $C_3$ beats $C_1$ and $C_5$. Lastly, $C_5$ beats $C_1$. $C_1$ loses to all conjugacy classes.

### 5.3.5 $S_n$

The symmetric group on $n$ letters is generated by $(12)$ and $(12\cdots n)$. If $n$ is prime it is generated by any transposition and any $n$-cycle. The conjugacy classes of $S_n$ can be characterized by the partitions of $n$. For example, if we have the partition

$$n = n_1 + n_2 + n_3 + \cdots + n_k$$

then the corresponding conjugacy class of $S_n$ would consist of elements $\sigma \in S_n$ of the form

$$\sigma = \sigma_1 \sigma_2 \cdots \sigma_k$$

where $\sigma_i$ is an $n_i$-cycle and each of the cycles contains distinct elements from one another. This is explained in the graduate algebra textbook [19]. For each positive integer $n$, there exist infinitely many irreducible $f(x) \in \mathbb{Z}[x]$ with $S_n$ as the Galois group of the corresponding splitting field (see [19] p. 555). For $n = l$ a prime, we can even write down a specific family of polynomials for which the Galois group is the
whole symmetric group $S_l$. It is shown on pp. 150-151 of [23] that if $p_l(x) = x^l - ax + b$ where $((l - 1)a, lb) = 1$ then the splitting field of the Galois group is $S_l$.

We compute some bias terms for conjugacy classes in the symmetric group $S_n$. Consider the conjugacy classes $C_1 = 1$ and $C_q = \langle (12\cdots q) \rangle$ the conjugacy class of $q$-cycles where $q \leq n$. Let $n = 2q + r$. We claim that

\[
\begin{align*}
&c_{sq}(S_n, C_1) = 1 + \sum_{1 \leq k \leq \frac{n}{2}} \left( \begin{array}{c} n \\vspace{1ex} \hline 2k \end{array} \right) \frac{(2k)!}{2^k k!}, \\
&c_{sq}(S_n, C_q) = 1 + \sum_{1 \leq k \leq \frac{n-q}{2}} \left( \begin{array}{c} n-q \\vspace{1ex} \hline 2k \end{array} \right) \frac{(2k)!}{2^{2k} k!} \text{ if } q \text{ is odd} \\
&c_{sq}(S_n, C_q) = 0 \text{ if } q \text{ is even.}
\end{align*}
\]

(5.26)

We will compute the first identity. Note that $sq^{-1}(S_n, C_1)$ consists of the identity element and products of transpositions. Suppose we are considering the conjugacy class of elements of the form

\[(a_1a_2)(a_3a_4)\cdots(a_{2k-1}a_{2k})\]

where $2k \leq n$. Note that there are

\[n \cdot (n-1) \cdot (n-2) \cdots (n-2k-2) \cdot (n-2k-1)\]

choices for the elements $a_1, \ldots, a_{2k}$. However, each transposition can be written in 2 ways. In addition, an element of the above form is independent of the ordering of the 2-cycles. That is, there are $k!$ ways to permute the transpositions. Hence, the number of elements in this conjugacy class is

\[\frac{n \cdot (n-1) \cdot (n-2) \cdots (n-2k-2) \cdot (n-2k-1)}{2^k k!} = \left( \begin{array}{c} n \\vspace{1ex} \hline 2k \end{array} \right) \frac{(2k)!}{2^{2k} k!}.\]

Summing over $k \leq n/2$ and adding in the contribution from the identity element shows that

\[c_{sq}(S_n, C_1) = 1 + \sum_{1 \leq k \leq \frac{n}{2}} \left( \begin{array}{c} n \\vspace{1ex} \hline 2k \end{array} \right) \frac{(2k)!}{2^k k!}. \]

A similar counting argument gives the other formula. More generally, we could compute bias factors for an arbitrary conjugacy class in the symmetric group. However, some of the formulas can become quite complicated. Note that in the second example, we only considered the conjugacy classes $C_q$ for $q$ odd. In that case, the permutations
that square to a \( q \)-cycle must be a \( q \)-cycle multiplied by transpositions. However, if \( q = 2t \) is even, then \( c(S_n, C_{2t}) = 0 \). This is because
\[
\text{sq}((a_1a_2 \ldots a_{2t-1}a_{2t})) = (a_1a_3 \ldots a_{2t-1})(a_2a_4 \ldots a_{2t}).
\]
Clearly, the square of an odd \( q \)-cycle is a \( q \)-cycle. On the other hand, the square of an even \( q \)-cycle is the product of two \( q/2 \) cycles. Thus, no permutation can square to an even \( q \) cycle. In general, this shows that if we write out a partition of a number \( n \) and we group the partition numbers into odds and evens
\[
n = n_{\text{odd}} + n_{\text{even}} = (u_1 + u_2 + \cdots + u_a) + (v_1 + v_2 + \cdots + v_b)
\]
where the \( u_i \)'s are odd and the \( v_j \)'s are even then if \( b \) is odd the Chebyshev bias term corresponding to the conjugacy class of \( n \)'s cycle type is zero. It seems difficult to write a nice precise formula for an arbitrary conjugacy class.

Note that in the above identities, we have shown that
\[
c_{\text{sq}}(S_n, C_1) > c_{\text{sq}}(S_n, C_q)
\]
for \( q \) odd as \( \binom{n}{2k} > \binom{n-q}{2k} \). Hence, \( C_1 \) loses to \( C_q \) for \( q \) odd. Likewise, we trivially have \( c_{\text{sq}}(S_n, C_1) > c_{\text{sq}}(S_n, C_q) = 0 \) and \( C_1 \) loses to \( C_q \) for \( q \) even. It would be interesting to know if \( C_1 \) loses to every conjugacy class. However, this cannot be true for every group as we know that \( C_1 \) can beat \( C_2 \) in \( H_8 \) if the degree two Artin \( L \)-function does not vanish at \( 1/2 \).

Lastly, it is of interest to note that Chowla et al. [7] studied the asymptotic behaviour of the Chebyshev bias term \( c_{\text{sq}}(S_n, C_1) \). They denoted this as \( T_n \). Originally, Chowla, Herstein, and Moore [7] vol.2 pp. 772-778 showed that
\[
T_n \sim \frac{(n/e)^{\frac{n}{2}}e^{n^2/2}}{2^{\frac{n}{4}}e^{\frac{n}{4}}}
\]
In a later article, Chowla, Herstein, and Scott [7] vol.2 pp. 826-828 studied the numbers \( A_{n,d} \) where
\[
A_{n,d} = \# \{ \sigma \in S_n \mid \sigma^d = 1 \}.
\]
They found a generating function for the numbers \( A_{n,d} \). Precisely,
\[
\sum_{n=0}^{\infty} \left( \frac{A_{n,d}}{n!} \right) x^n = \exp \left( \sum_{k|d} \frac{x^k}{k} \right).
\]
The numbers \( A_{n,d} \) are very similar to the Chebyshev bias terms. However, we are interested in counting the number of elements in \( S_n \) which square into a fixed conjugacy class. It would be interesting to investigate whether the techniques of Chowla et al. give any information on the Chebyshev bias constants for \( S_n \). For example, can we find a generating function or asymptotic formula for some of these constants.
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5.4 Computing the bias

This section will outline how to compute the logarithmic densities of the sets we are interested in. Suppose \( P \) is one of these sets. We are able to write

\[
\delta(P) = \frac{1}{2} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(au)}{u} \hat{w}(u) \, du
\]

where \( a \) is an integer and \( \hat{w} \) is an infinite product of Bessel functions of the form

\[
\hat{w}(u) = \prod_{\gamma > 0} J_0 \left( \frac{2\alpha_\gamma u}{\sqrt{1 + \gamma^2}} \right)
\]

where \( \gamma \) ranges over a countable set and \( \alpha_\gamma \in \mathbb{C} \). The technique in evaluating these integrals involves applying Poisson summation to replace the improper integral by an infinite sum, then replacing the infinite sum by a finite sum, and finally replacing the infinite product for \( \hat{w}(u) \) by a finite product. Here are the details:

5.4.1 Step 1: Poisson summation

The Poisson summation formula states that if \( \phi \) is a sufficiently nice function \((C^\infty)\) and \( \epsilon > 0 \) is some parameter then

\[
\epsilon \sum_{n \in \mathbb{Z}} \phi(\epsilon n) = \sum_{n \in \mathbb{Z}} \hat{\phi}(\frac{n}{\epsilon}) = \hat{\phi}(0) + \sum_{n \in \mathbb{Z}, n \neq 0} \hat{\phi}(\frac{n}{\epsilon}).
\]

Typically, we will choose \( \epsilon \) to be a small number like \( \epsilon = \frac{1}{20} \). We will apply this formula to

\[
\phi(u) = \frac{1}{2\pi} \frac{\sin(au)}{u} \hat{w}(u)
\]

\[
\hat{\phi}(x) = \frac{1}{2} (\chi_{[-a,a]} * g)(x) = \frac{1}{2} \int_{x-1}^{x+1} g(u) \, du = \frac{1}{2} \int_{x-1}^{x+1} dw(u). \tag{5.27}
\]

Substituting these into the Poisson summation formula shows

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(au)}{u} \hat{w}(u) \, du = \frac{1}{2\pi} \sum_{n \in \mathbb{Z}} \epsilon \frac{\sin(a\epsilon n)}{\epsilon n} \hat{w}(\epsilon n) - \sum_{n \in \mathbb{Z}, n \neq 0} \hat{\phi}(\frac{n}{\epsilon}).
\]

The first approximation in computing the integral will be to drop the second sum on the RHS of the equation. We will later show this sum is small. This gives us

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(au)}{u} \hat{w}(u) \, du = \frac{1}{2\pi} \sum_{n \in \mathbb{Z}} \epsilon \frac{\sin(a\epsilon n)}{\epsilon n} \hat{w}(\epsilon n) + \text{error}_1(\epsilon)
\]
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where $\text{error}_1(\epsilon) = - \sum_{n \in \mathbb{Z}, n \neq 0} \hat{\phi}(\frac{n}{\epsilon})$. Note that

$$\hat{\phi}(\frac{n}{\epsilon}) = \frac{1}{2} \int_{\frac{n}{\epsilon} - 1}^{\frac{n}{\epsilon} + 1} g(u) \, du \leq \frac{1}{2} \| \frac{n}{\epsilon} - 1, \infty \| \exp \left( \frac{-3(\frac{n}{\epsilon} - 1 - 2\gamma_1)^2}{16R} \right)$$

where $R = \sum_{\gamma > 0} \frac{\alpha_j^2}{\frac{1}{4} + \gamma_j^2}$. Thus, we see that

$$|\text{error}_1| = 2 \sum_{n=1}^{\infty} \hat{\phi}(\frac{n}{\epsilon}) \leq \sum_{n=1}^{\infty} \exp \left( \frac{-3(\frac{n}{\epsilon} - 1 - 2\gamma_1)^2}{16R} \right).$$

5.4.2 Step 2: Truncating the sum

The next approximation will be to replace the infinite sum by a finite sum. We choose an appropriate $C$ such that

$$\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(au)}{u} \hat{w}(u) \, du = \frac{1}{2\pi} \sum_{-C \leq n \epsilon \leq C} \epsilon \frac{\sin(aen)}{\epsilon n} \hat{w}(en) + \text{error}_1(\epsilon) + \text{error}_2(\epsilon, C).$$

In the following approximation of error$_2$ we will need the estimate $|J_0(x)| \leq \min(1, \sqrt{\frac{2}{\pi|x|}})$. Therefore

$$\text{error}_2(\epsilon, C) = \frac{1}{2\pi} \left( \sum_{-C < n \epsilon < \infty} - \sum_{-C \leq n \epsilon \leq C} \right) \epsilon \frac{\sin(aen)}{\epsilon n} \hat{w}(en)$$

$$= \frac{1}{\pi} \sum_{n \epsilon > C} \epsilon \frac{\sin(aen)}{\epsilon n} \prod_{j=1}^{\infty} J_0 \left( \frac{2\alpha_j \epsilon n}{\sqrt{\frac{1}{4} + \gamma_j^2}} \right)$$

$$\leq \frac{1}{\pi} \sum_{n \epsilon > C} \epsilon \frac{1}{\epsilon n} \prod_{j=1}^{M} J_0 \left( \frac{2\alpha_j \epsilon n}{\sqrt{\frac{1}{4} + \gamma_j^2}} \right)$$

(5.28)

for any $M \geq 1$. Using the bound for $J_0(x)$, we obtain

$$|\text{error}_2| \leq \frac{\prod_{j=1}^{M} \left( \frac{1}{4} + \gamma_j^2 \right)^{\frac{1}{2}}}{\pi \frac{M+1}{2} \left( \prod_{j=1}^{M} |\alpha_j| \right)^{\frac{1}{2}}} \sum_{n \epsilon > C} \frac{\epsilon}{(\epsilon n)^{M+1}}$$

$$< \frac{\prod_{j=1}^{M} \left( \frac{1}{4} + \gamma_j^2 \right)^{\frac{1}{2}}}{\pi \frac{M+1}{2} \left( \prod_{j=1}^{M} |\alpha_j| \right)^{\frac{1}{2}}} \left( \int_{C}^{\infty} \frac{1}{x^{M+1}} \, dx + \frac{\epsilon}{C^{M+1}} \right)$$

$$= \frac{\prod_{j=1}^{M} \left( \frac{1}{4} + \gamma_j^2 \right)^{\frac{1}{2}}}{\pi \frac{M+1}{2} \left( \prod_{j=1}^{M} |\alpha_j| \right)^{\frac{1}{2}}} \left( \frac{2}{MC^{M+1}} + \frac{\epsilon}{C^{M+1}} \right).$$

(5.29)
5.4.3 Step 3: Replacing the infinite product

The last approximation will to be replace the infinite product expansion for \( \hat{w}(u) \) by a finite product and a compensating polynomial. More precisely, we want

\[
\hat{w}(u) \approx p(u) \prod_{0 < \gamma \leq X} J_0 \left( \frac{2\alpha_{\gamma} u}{\sqrt{\frac{1}{4} + \gamma^2}} \right)
\]

where \( p(u) \) is some compensating polynomial. In fact, we will take the polynomial to be of the form

\[
p(u) = \sum_{m=0}^{\infty} b_m u^{2m}
\]

valid for \(-C \leq u \leq C\). In all of our cases, we will choose \( X \) as large as possible.

Clearly, this will depend on how many zeros of the appropriate \( L \)-functions we are able to compute. In addition, we will use the simplest approximation \( p(u) = 1 + b_1 u^2 \).

Therefore, our final expression for the integral will be

\[
\frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\sin(au)}{u} \hat{w}(u) \, du = \frac{1}{2\pi} \sum_{-C \leq n \leq C} \frac{\sin(aen)}{en} (1 + b_1(n\epsilon)^2) \prod_{0 < \gamma \leq X} J_0 \left( \frac{2\alpha_{\gamma} \epsilon n}{\sqrt{\frac{1}{4} + \gamma^2}} \right)
\]

\[+ \text{error}_1(\epsilon) + \text{error}_2(\epsilon, C) + \text{error}_3(\epsilon, C).
\]

(5.30)

and

\[
\text{error}_3(\epsilon, C) = \frac{1}{2\pi} \sum_{-C \leq n \leq C} \frac{\sin(aen)}{en} \left( \sum_{m \geq 2} b_m(\epsilon n)^{2m} \right) \prod_{0 < \gamma \leq X} J_0 \left( \frac{2\alpha_{\gamma} \epsilon n}{\sqrt{\frac{1}{4} + \gamma^2}} \right).
\]

As we are truncating after the second term, we need to bound the error arising from the higher order terms. If we consider the function defined by

\[
\prod_{\gamma > X} \exp \left( \frac{1}{4} \left( \frac{2\alpha_{\gamma} u}{\sqrt{\frac{1}{4} + \gamma^2}} \right) \right) = \sum_{m=0}^{\infty} c_m u^{2m},
\]

then we see by comparing Taylor series expansions that \( |b_m| \leq |c_m| \). On the other hand, if we set \( T_1 = T_1(X) = \sum_{\gamma > X} \frac{\alpha_{\gamma}^2}{\frac{1}{4} + \gamma^2} \), we have

\[
\prod_{\gamma > X} \exp \left( \frac{1}{4} \left( \frac{2\alpha_{\gamma} u}{\sqrt{\frac{1}{4} + \gamma^2}} \right) \right) = \exp \left( u^2 \sum_{\gamma > X} \frac{\alpha_{\gamma}}{\frac{1}{4} + \gamma^2} \right) = \exp(u^2 T_1).
\]
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This shows that $|b_m| \leq \frac{|T_1|^m}{m!}$. Therefore

$$
\left| \sum_{m=A+1}^{\infty} b_m u^{2m} \right| < \sum_{m=A+1}^{\infty} \frac{T_1^m}{m!} |u|^{2m} < \frac{(T_1 u^2)^{A+1}}{(A+1)!} (1 + T_1 u^2 + (T_1 u^2)^2 + \cdots )
$$

$$
= \frac{(T_1 u^2)^{A+1}}{(A+1)!} \frac{1}{1 - T_1 u^2}
$$

(5.31) if $T_1 u^2 < 1$. In all cases we will take $A = 1$ and the above bound shows that

$$
|\text{error}_3| \leq \frac{1}{2\pi} \sum_{-C \leq n \leq C} \frac{|\sin(\alpha n)|}{en} \prod_{0 < \gamma \leq X} \left| J_0 \left( \frac{2\alpha \gamma n}{\sqrt{1 + \gamma^2}} \right) \right| \frac{(T_1 (en)^2)^2}{2(1 - T_1 (en)^2)}
$$

as long as $T_1 C^2 < 1$. 
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5.4.4 Numerical examples

Here are some sample calculations of the various densities. All of these calculations were done using Maple.

$S_3$ examples

| $P_{23,2,1}$ | $972.2$ | $\frac{1}{30}$ | 20 | 76 | $< 10^{-15}$ | $< 10^{-28}$ | $< 3.4 \times 10^{-6}$ | 0.98309 |
| $P_{23,2,3}$ | $972.2$ | $\frac{1}{30}$ | 20 | 76 | $< 10^{-21}$ | $< 10^{-22}$ | $2.2 \times 10^{-6}$ | 0.72469 |
| $P_{23,3,1}$ | $972.2$ | $\frac{1}{30}$ | 20 | 42 | $< 10^{-28}$ | $< 10^{-42}$ | $9.6 \times 10^{-6}$ | 0.95704 |
| $P_{31,2,1}$ | $1071.83$ | $\frac{1}{30}$ | 20 | 80 | $< 10^{-13}$ | $< 10^{-30}$ | $1.5 \times 10^{-6}$ | 0.96647 |
| $P_{31,1,3}$ | $1071.83$ | $\frac{1}{30}$ | 20 | 80 | $< 10^{-19}$ | $< 10^{-23}$ | $1.4 \times 10^{-6}$ | 0.68634 |
| $P_{59,2,1}$ | $793.8$ | $\frac{1}{30}$ | 20 | 90 | $< 10^{-10}$ | $< 10^{-24}$ | $1.4 \times 10^{-6}$ | 0.92876 |
| $P_{59,2,3}$ | $793.8$ | $\frac{1}{30}$ | 20 | 90 | $< 10^{-14}$ | $< 10^{-27}$ | $8.0 \times 10^{-7}$ | 0.65110 |
| $P_{59,3,1}$ | $793.8$ | $\frac{1}{30}$ | 20 | 49 | $< 10^{-22}$ | $< 10^{-50}$ | $6.1 \times 10^{-6}$ | 0.91087 |
| $P_{83,2,1}$ | $737.33$ | $\frac{1}{30}$ | 20 | 96 | $< 10^{-8}$ | $< 10^{-31}$ | $1.4 \times 10^{-6}$ | 0.89532 |
| $P_{83,2,3}$ | $737.33$ | $\frac{1}{30}$ | 20 | 96 | $< 10^{-11}$ | $< 10^{-29}$ | $8.7 \times 10^{-7}$ | 0.62386 |
| $P_{83,3,1}$ | $737.33$ | $\frac{1}{30}$ | 20 | 52 | $< 10^{-19}$ | $< 10^{-53}$ | $5.7 \times 10^{-6}$ | 0.88910 |

Class group examples

| $P_{Q(\sqrt{-15}),n,p}$ | 10000 | $\frac{1}{20}$ | 20 | 68 | $< 10^{-19}$ | $< 7.0 \times 10^{-10}$ | $< 2.4 \times 10^{-7}$ | 0.973286 |
| $P_{Q(\sqrt{-20}),n,p}$ | 10000 | $\frac{1}{20}$ | 20 | 41 | $< 10^{-26}$ | $< 3.3 \times 10^{-10}$ | $< 1.8 \times 10^{-7}$ | 0.963473 |

Non-residues versus Residues mod $p$

| $P_{3,N,R}$ | 10000 | $\frac{1}{30}$ | 20 | 26 | $< 10^{-12}$ | $< 1.4 \times 10^{-5}$ | $< 3.0 \times 10^{-7}$ | 0.999063 |
| $P_{3,N,R}$ | 10000 | $\frac{1}{30}$ | 20 | 30 | $< 10^{-50}$ | $< 3.1 \times 10^{-6}$ | $< 1.7 \times 10^{-7}$ | 0.995928 |
| $P_{5,N,R}$ | 10000 | $\frac{1}{30}$ | 20 | 30 | $< 10^{-30}$ | $< 1.5 \times 10^{-5}$ | $< 1.7 \times 10^{-7}$ | 0.995422 |
| $P_{23,N,R}$ | 2549.42 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-50}$ | $< 10^{-11}$ | $< 2.3 \times 10^{-7}$ | 0.90318 |
| $P_{29,N,R}$ | 2520.02 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-43}$ | $< 10^{-12}$ | $< 2.1 \times 10^{-7}$ | 0.83894 |
| $P_{31,N,R}$ | 2523.03 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-44}$ | $< 10^{-12}$ | $< 1.8 \times 10^{-7}$ | 0.85507 |
| $P_{37,N,R}$ | 2527.23 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-41}$ | $< 10^{-12}$ | $< 1.7 \times 10^{-7}$ | 0.85460 |
| $P_{59,N,R}$ | 2499.86 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-31}$ | $< 10^{-13}$ | $< 7.4 \times 10^{-8}$ | 0.79420 |
| $P_{61,N,R}$ | 2519.68 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-37}$ | $< 10^{-13}$ | $< 1.1 \times 10^{-7}$ | 0.83013 |
| $P_{83,N,R}$ | 2864.34 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-25}$ | $< 10^{-14}$ | $< 5.6 \times 10^{-8}$ | 0.74696 |
| $P_{89,N,R}$ | 2670.21 | $\frac{1}{30}$ | 25 | 50 | $< 10^{-36}$ | $< 10^{-14}$ | $< 9.3 \times 10^{-8}$ | 0.82555 |
Chapter 6
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6.1 Bias formulae

Let $K$ be a number field. Let $\mathcal{H}_K$ be the corresponding class group with class number $h = h_K = |\mathcal{H}_K|$. Denote the ideal classes of $K$ as $a_1, a_2, \ldots, a_r$. As in the classical race between primes in arithmetic progressions and in the Chebotarev case, we can race primes in ideal classes. Specifically, we are considering sets of the form

$$\{ x \geq 2 \mid \pi_{a_1}(x) > \pi_{a_2}(x) > \cdots > \pi_{a_r}(x) \}$$

where $\pi_{a_i}(x) = \sum_{Np \leq x, \ p \in a_i} 1$ is the prime counting function and $1 \leq i \leq r$. We would like to derive a formula for $\pi_{a_i}(x) - \pi_{a_j}(x)$ and be able to determine when there is a bias. The reasoning is analogous to the reasoning in Chapter 5. Fix an arbitrary ideal class $a$. Define the functions $\psi_a(x) = \sum_{Np^m \leq x, \ p^m \in a} \log(Np)$ and $\theta_a(x) = \sum_{Np \leq x, \ p \in a} \log(Np)$. As before,

$$\psi_a(x) = \theta_a(x) + \sum_{Np^2 \leq x, \ p^2 \in a} \log(Np) + O(x^{\frac{3}{2}}). \quad (6.1)$$

Now consider the group homomorphism defined by the square map

$$sq : \mathcal{H}_K \rightarrow \mathcal{H}_K \text{ where } sq(b) = b^2$$

and $b$ is an ideal class. If $a$ is an ideal class, then $sq^{-1}(a)$ denotes the inverse image of $a$ under this map. Precisely,

$$sq^{-1}(a) = \{ b \in \mathcal{H}_K \mid b^2 = a \}.$$

Therefore, we have

$$\sum_{Np^2 \leq x, \ p^2 \in a} \log(Np) = \sum_{Np \leq x^{\frac{1}{2}}, \ p \in sq^{-1}(a)} \log(Np) = \frac{|sq^{-1}(a)|}{|\mathcal{H}_K|} x^{\frac{1}{2}} + O(x^{\frac{3}{4} + \epsilon}) \quad (6.2)$$
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by the prime number theorem for ideal classes. In the preceding equation, it is possible for $\text{sq}^{-1}(a)$ to be empty. In that case, set $|\text{sq}^{-1}(a)| = 0$. Therefore, rearranging (6.1) gives

$$\theta_a(x) = \psi_a(x) - \frac{|\text{sq}^{-1}(a)|}{|H_K|} x^{\frac{1}{2}} + O(x^{\frac{1}{3}}).$$

(6.3)

Now let $\hat{H}_K = \{ \phi : H_K \to \mathbb{C}^* \}$ be the character group of $H_K$. This is a group of group homomorphisms. In fact, $\hat{H}_K \cong H_K$. Define $\psi(x, \chi) = \sum_{p^m \leq x} \chi(p^m) \log(Np)$. It should be understood that in the expression $\phi(p^m)$, the ideal class of $p^m$ is evaluated.

From orthogonality properties of characters we have,

$$\psi_a(x) = 1 |H_K| \sum_{\chi \in \hat{H}_K} \chi(a) \psi(x, \chi).$$

(6.4)

Combining the preceding formulae and using $\pi_a(x) = \int_2^x \frac{dt}{\log t}$ we obtain upon integration

$$\pi_a(x) = \frac{1}{|H_K|} \sum_{\chi \in \hat{H}_K} \chi(a) \psi(x, \chi) - \frac{|\text{sq}^{-1}(a)|}{|H_K|} x^{\frac{1}{2}} \log x + O \left( x^{\frac{1}{3}} \frac{x^{\frac{1}{2}}}{\log^2 x} \right).$$

(6.5)

Since the derivation of the above formula is identical to Chapter 5, the details have been left out. As before, $\psi(x, \chi)$ is related to the logarithmic derivative of $L(s, \chi)$, the class group $L$-function associated to $\chi$. The class group $L$ function is defined as

$$L_K(s, \chi) = \sum_{a \subset \mathcal{O}_K} \frac{\chi(a)}{Na^s}$$

where $a$ ranges over ideals in $\mathcal{O}_K$. Unlike Artin $L$-functions, there is no question about the holomorphy of the class group $L$-function. A class group $L$-function is a particular case of a Hecke $L$-function. It is classical work due to Hecke that these functions satisfy a functional equation and are holomorphic if $\chi$ is not the identity character. Hecke’s proof uses a multi-dimensional version of the Poisson summation formula (see Chapter 8 of Lang [45]). Consequently, the proof is directly related to Riemann’s original proof of the functional equation and analytic continuation of the Riemann zeta function. Interestingly, Tate, in his Ph.D. thesis, generalized Hecke’s results working from an idelic point of view. As in the previous chapter, it is standard to prove that

$$\psi(x, \chi) = - \sum_{|\gamma| \leq X} \frac{x^\rho}{\rho} + O \left( \frac{x \log^2(xX)}{X} + \log x \right)$$

(6.6)

where $\rho = \beta + i\gamma$ runs over the zeros of $L_K(s, \chi)$ in $0 < Re(s) < 1$ and $O$ depends on $K$. Assuming the Riemann Hypothesis for $L_K(s, \chi)$ we get

$$\psi(x, \chi) = -\sqrt{x} \sum_{|\gamma| \leq X} \frac{x^\gamma}{\frac{1}{2} + i\gamma} + O \left( \frac{x \log^2(xX)}{X} + \log x \right).$$

(6.7)
From equations (6.5) and (6.7) we obtain the following formula for the normalized function

$$E_{K;1,\ldots,r}(x) = \log x \left( \frac{1}{x^{1/2}} (h_K \pi_{a_1}(x) - \pi(x), \ldots, h_K \pi_{a_r}(x) - \pi(x)) \right)$$

where \( r \leq h_K \). As in the previous chapter, the existence of a limiting distribution \( \mu_{K;1,\ldots,r} \) defined on \( \mathbb{R}^r \) can be proven. As before, it satisfies

$$\lim_{X \to \infty} \frac{1}{\log X} \int_{\log 2}^{X} f(E_{K;1,\ldots,r}(x)) \frac{dx}{x} = \int_{\mathbb{R}^r} f(x) \, d\mu_{K;1,\ldots,r}(x)$$

for all bounded Lipschitz continuous functions \( f \). If we just wanted to compare primes that lie in two ideals classes \( a_1 \) and \( a_2 \) we can derive the formula

$$E_{K;1,2}(x) = \frac{\log x}{\sqrt{x}} (\pi_{a_1}(x) - \pi_{a_2}(x))$$

$$= \frac{|\text{sq}^{-1}(a_2)| - |\text{sq}^{-1}(a_1)|}{|\mathcal{H}_K|} - \frac{1}{|\mathcal{H}_K|} \sum_{\chi \in \hat{\mathcal{H}}_K} (\chi(a_1) - \chi(a_2)) \sum_{|\gamma| \leq x} \frac{x^{i\gamma \chi}}{1 + x}$$

(6.8)

valid for \( 2 \leq x \leq X \). This formula will be analyzed in the next section. In the prime number case, we know the complete answer for two way races. The answer depends on whether a residue class is a square or non-square. We can also discover the complete answer for two way races in the complex quadratic field setting. This will depend on which genus an ideal class lies in.

### 6.1.1 Interpreting the Chebyshev bias term

We will now use the above formula to analyze when there are biases. In [62], the authors mention that there is no bias for odd class number and if the class number is two, then there is a bias towards non-principal ideals. Let’s look at these two examples so that we may understand the Chebyshev bias term. Note that \( \text{sq} : \mathcal{H}_K \to \mathcal{H}_K \) is a group homomorphism. Furthermore, \( \mathcal{H}_K \) is a finite abelian group.

**Example** \( h_K \) odd

Observe that, if the class number \( h_K \) is odd, \( \text{sq} \) is an isomorphism. If not, there would be a non-trivial element in the kernel of the map. This element would have order two and also would divide \( h_K \). This is a contradiction. In this case, \( \text{sq}^{-1}(a) \) would consist of a single element. Hence,

$$\frac{|\text{sq}^{-1}(a_2)| - |\text{sq}^{-1}(a_1)|}{|\mathcal{H}_K|} = \frac{1 - 1}{|\mathcal{H}_K|} = 0$$
Therefore, no bias appears from the Chebyshev bias term. However, despite the comment in the Rubinstein-Sarnak paper that there is no bias in this case, there is still the possibility of a class group $L$-function having a central zero. If this were the case, then there would be an algebraic bias term arising from the central zero.

**Example** $h_K = 2$

In this example, there are only two ideal classes. They are $a_1 = 1$, the class of principal ideals, and $a_2$, the class of non-principal ideals. As the class number is two, $\text{sq}(a) = a^2 = 1$ for all ideal classes. Thus $\text{sq}^{-1}(a_1) = \mathcal{H}_K$ and $\text{sq}^{-1}(a_2)$ is empty. Consequently, 

$$\frac{|\text{sq}^{-1}(a_2)| - |\text{sq}^{-1}(a_1)|}{|\mathcal{H}_K|} = \frac{0 - 2}{2} = -1.$$ 

The $-1$ explains the bias towards non-principal ideals.

**Example** The general case

Suppose $K$ has class number $h_K = h_2 h_{\text{odd}}$ where $h_2 = 2^{e(K)}$ and $2 \nmid h_{\text{odd}}$. Since $\mathcal{H}_K$ is a finite abelian group, there is the decomposition

$$\mathcal{H}_K \cong \mathcal{H}_{K,2} \times \mathcal{H}_{K,\text{odd}}$$

where $\mathcal{H}_{K,\text{odd}}$ has order $h_{\text{odd}}$ and $\mathcal{H}_{K,2}$ has order $h_2$. Since $\mathcal{H}_K$ can be written in this way, it suffices to consider the restriction of $\text{sq}$ to the 2-part of $\mathcal{H}_K$. This is because $\text{sq}|_{\mathcal{H}_{K,\text{odd}}}$ is an isomorphism. Note that $\mathcal{H}_{K,2}$ is a product of cyclic groups each having order equal to a power of two. Assume 

$$\mathcal{H}_{K,2} \cong C_{2^{\alpha_1}} \times C_{2^{\alpha_2}} \times \ldots \times C_{2^{\alpha_k}}$$

where $e(K) = \alpha_1 + \alpha_2 + \ldots + \alpha_k$ and $C_n$ is a cyclic group of $n$ elements. Also assume that $C_{2^{\alpha_i}} = < x_i >$ where $x_i$ is a generator of order $2^{\alpha_i}$ for $1 \leq i \leq k$. Consider $\text{sq}|_{\mathcal{H}_{K,2}} : \mathcal{H}_{K,2} \rightarrow \mathcal{H}_{K,2}$. The image of this map is

$$< x_1^2 > \times < x_2^2 > \times \ldots \times < x_k^2 > .$$

The image has order $2^{(\alpha_1-1)+\ldots+(\alpha_k-1)} = \frac{h_2}{2^k}$ where $k$ is the number of cyclic factors in the 2-part of the class group. It follows that the kernel of $\text{sq}|_{\mathcal{H}_{K,2}}$ has order $2^k$.

The kernel can be explicitly written down. Observe that the elements $y_i = x_i^{2^{\alpha_i}-1}$ for $1 \leq i \leq k$ are elements of order two. Thus, the square map sends them to 1. Hence,

$$\ker(\text{sq}|_{\mathcal{H}_{K,2}}) = < y_1 > \times < y_2 > \times \ldots \times < y_k > .$$

It follows that $\ker(\text{sq}) = \ker(\text{sq}|_{\mathcal{H}_{K,2}}) \times 1$, where 1 is the trivial subgroup of $\mathcal{H}_{K,\text{odd}}$. Likewise $\text{im}(\text{sq}) = \text{im}(\text{sq}|_{\mathcal{H}_{K,2}}) \times \mathcal{H}_{K,\text{odd}}$. This is a group of order $\frac{h_2}{2^k}$. From these observations, we see that the existence of a Chebyshev bias term will depend on the
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number of cyclic factors in the 2-part of the class group. Suppose $a \notin \text{im}(sq)$. Then $sq^{-1}(a)$ is empty and $|sq^{-1}(a)| = 0$. On the other hand, if $a \in \text{im}(sq)$, then there exists an element $b$ with $b^2 = a$. Therefore, every element of the coset $b\ker(sq)$ maps to $a$. This leads to $|sq^{-1}(a)| = |b\ker(sq)| = 2^k$. Let $a_1 \in \text{im}(sq)$ and $a_2 \notin \text{im}(sq)$, then the bias term is,

$$\frac{|sq^{-1}(a_2)| - |sq^{-1}(a_1)|}{|H_K|} = \frac{0 - 2^k}{h_K} = -\frac{2^k}{h_K}.$$ 

This shows that the Chebyshev bias term is more pronounced if either there are many cyclic factors in the 2-part of the class group or if the class number is small.

6.1.2 Complex quadratic fields

For complex quadratic fields, there is a simple interpretation of when a bias occurs. Assume that $d < 0$ and $K = \mathbb{Q}(\sqrt{d})$. Consider the ideal class group,

$$H_d := \mathcal{H}(\mathbb{Q}(\sqrt{d})).$$

Instead of interpreting the class group as ideal classes, we will use the classical interpretation of binary quadratic forms. Hence, $H_d$ consists of reduced primitive binary quadratic forms, $Q_1, Q_2, \ldots, Q_h$, where $Q_i(x, y) = a_ix^2 + b_ixy + c_iy^2$ for $1 \leq i \leq h$. Note that $Q_i$ is reduced if $-|a_i| < b_i \leq |a_i| < c_i$. For a given form $Q$, consider the set of values of $Q(x, y) \mod d$ as $x$ and $y$ vary over all integers. We say that two forms $Q_i$ and $Q_j$ are in the same genus if they represent the same values in $(\mathbb{Z}/d\mathbb{Z})^*$. Let $Q_1$ denote the principal form. Set

$$H = \{Q_1(x, y) \mod d \mid x, y \in \mathbb{Z}\}.$$ 

$H$ is the set of values represented by $Q_1$. This is a subgroup of $(\mathbb{Z}/d\mathbb{Z})^*$. Furthermore, let $\chi : (\mathbb{Z}/d\mathbb{Z})^* \rightarrow \{\pm 1\}$ be the character defined by $\chi(p) = \left(\frac{d}{p}\right)$ if $(p, d) = 1$. The kernel of this map, $\ker(\chi)$ is also a subgroup of $(\mathbb{Z}/d\mathbb{Z})^*$. In fact, there are the inclusions

$$H \subset \ker(\chi) \subset (\mathbb{Z}/D\mathbb{Z})^*.$$ 

It is proven in [10] p.34 that, the set of values of a given form $f(x, y)$ is represented by a coset of $H$ in $\ker(\chi)$. This gives a map from $\Phi : H_d \rightarrow \ker(\chi)/H$ sending a quadratic form $f(x, y)$ to the coset of $H$ which represents its values mod $d$. Given a coset $H'$ of $\ker(\chi)/H$, we can describe the various genera as the inverse image under $\Phi$. Each genus is of the form $\Phi^{-1}(H')$. This description shows that all genera of quadratic forms consist of the same number of classes. This follows from $\Phi$ being a group homomorphism. Also, it is known that the number of genera of forms is a power of two. Interestingly, the number of genera is exactly equal to $h_2$, the order of the 2-part of the class group. The reason we are discussing genera is because it was proven by Gauss that the genus class of the principal form $Q_1$ exactly equals
$H_d^2 = \text{sq}(H_d)$. It follows from our previous discussion, that an ideal class belonging to the principal genus will always lose to an ideal class in a different genus class. We will now present an example to demonstrate this phenomenon. The following example was taken from a paper by Chowla [6] pp. 29-30.

**Chowla’s example**

Let $K = \mathbb{Q}(\sqrt{-2700})$. Chowla states that $H_{-2700} \cong \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/6\mathbb{Z}$ and writes down the following reduced primitive binary quadratic forms

$C_1 = [1, 0, 675], \ C_2 = [25, 0, 27], \ C_3 = [13, 2, 52], \ C_4 = [4, 2, 169], \ C_5 = [7, 4, 97], \ C_6 = [9, 6, 76], \ C_7 = [19, 6, 36], \ C_8 = [25, 10, 28], \ C_9 = [25, 20, 31], \ C_{10} = [27, 18, 28]$ (6.9)

and, for $3 \leq n \leq 10$,

$C_{n+8} = \overline{C_n}.$

Note that, if $C = [a, b, c]$, then $\overline{C} = [a, -b, c]. \ C_7$ and $C_3$ are generators of this group of orders 3 and 6 respectively. There are the following relations

<table>
<thead>
<tr>
<th>$C_1 = C_3^0$</th>
<th>$C_6 = C_7^2 C_3^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_2 = C_3^3$</td>
<td>$C_7 = C_7$</td>
</tr>
<tr>
<td>$C_3 = C_3$</td>
<td>$C_8 = C_7^2 C_3$</td>
</tr>
<tr>
<td>$C_4 = C_3^4$</td>
<td>$C_9 = C_7^2 C_3^2$</td>
</tr>
<tr>
<td>$C_5 = C_7^2 C_3^0$</td>
<td>$C_{10} = C_7 C_3$</td>
</tr>
</tbody>
</table>

Observe that $H_{-2700}^2 = \text{sq}(H_{-2700})$ consists of elements of the form $C_7^a C_3^b$ for $0 \leq a \leq 2$ and $0 \leq b \leq 2$. Using the above relations one determines that

$H_{-2700}^2 = \{C_1, C_4, C_6, C_7, C_9, C_{12}, C_{14}, C_{15}, C_{17}\}.$

Note that there are two genus classes and this is the principal genus. For any $C \in H_{-2700}^2$, $\text{sq}^{-1}(C) = 2$, otherwise $\text{sq}^{-1}(C) = 0$. Hence, each of the forms $C \in H_{-2700}^2$ lose to the forms in the non-principal genus.

## 6.2 Central limit theorem

This section will focus on the limiting behaviour of primes in different ideal classes. We will specialize to imaginary quadratic fields. Consider a number field $K = \mathbb{Q}(d)$ with class number $h_K = h$ and discriminant $d_K = d$. Let $r \leq h_K$ and $a_1, \ldots, a_r$ arbitrary ideal classes in $H_K$. The function $E_{K;1,\ldots,r}(e^y)$ has a limiting distribution $\mu = \mu_{K;1,\ldots,r}(x)$ which has a Fourier transform

$\hat{\mu}(\xi) = \exp \left(-i \sum_{m=1}^r \alpha(K, a_i) \prod_{\chi \neq 1} \prod_{\gamma > 0} J_0 \left( \frac{2 | \sum_{j=1}^r \chi(a_j) \xi_j |}{\sqrt{1 + \gamma^2}} \right) \right).$
where
\[ \alpha(K, a) = 1 - \text{sq}^{-1}(a) + 2 \sum_{\chi \neq 1} \chi(a) \text{ord}_{s = \frac{1}{2}} L(s, \chi) . \]

Let \( \tilde{\mu} \) be the measure on \( \mathbb{R}^r \) whose Fourier transform is
\[ \hat{\tilde{\mu}}(\xi) = \hat{\mu} \left( \frac{\xi}{\sqrt{2h(d)\log d}} \right) . \]

Our goal is to prove a limit theorem analogous to Rubinstein-Sarnak [62] pp. 185-187. In the following theorem, we will need the modified LI. For each field discriminant \( d < 0 \), the non-trivial zeros of each class group \( L \)-function \( L(s, \chi) \) can be written as \( \frac{1}{2} + i\gamma \chi \). The modified LI assumes that the non-zero \( \gamma \chi \) are linearly independent over \( \mathbb{Q} \) for all characters \( \chi \) of the class group. It should be noted that in the case of complex quadratic fields each of the functional equations of the class group \( L \)-functions have root number one. The real class group \( L \)-functions correspond to products of real Dirichlet \( L \)-functions. On the other hand, the complex class-group \( L \)-functions correspond to weight one modular forms which are linear combinations of theta functions. In fact, these are modular forms of weight one with odd character. Consequently, it seems unlikely that these \( L \)-functions can vanish at \( \frac{1}{2} \). Below, we will also assume an upper bound on the sum \( \sum_{\chi \neq 1} \text{ord}_{s = \frac{1}{2}} L(s, \chi) \). One could dispense with the bound by assuming the ordinary LI for these class group \( L \)-functions as this would force the sum to be zero.

**Theorem 6.2.1** Assume GRH, the modified LI, and the upper bound,
\[ \sum_{\chi \neq 1} \text{ord}_{s = \frac{1}{2}} L(s, \chi) = o(\sqrt{h\log d}) . \]

Let \( \tilde{\mu} \) be the probability measure defined above. Then \( \tilde{\mu} \) converges in measure to the Gaussian \( \frac{e^{-\frac{1}{2}x^2}}{(2\pi)^{\frac{r}{2}}} dx_1 \ldots dx_r \) as \( d \to \infty \), independently of the choice of ideal classes \( a_1, \ldots, a_r \).

This theorem shows that as the field discriminant \( d \) gets large, biases between different ideal classes begin to disappear. Specifically, we can deduce that for \( r \) fixed,
\[ \max_{a_1, \ldots, a_r \subset \mathbb{Q}(d)} \left| \delta(\mathbb{P}(d); 1, \ldots, r) - \frac{1}{r!} \right| \to 0 \text{ as } d \to \infty . \]

This is analogous to a result by Rubinstein-Sarnak in which they show biases disappear in the case of primes in residue classes mod \( q \).

**Proof** Fix a large parameter \( A \) and consider \( \xi \in \mathbb{R}^r \) with \( |\xi| \leq A \). Taking logarithms of the infinite product, we have
\[ \log \hat{\tilde{\mu}}(\xi) = \frac{-i}{\sqrt{2h\log d}} \sum_{j=1}^r \alpha(K, a_j) \xi_j + \sum_{\chi \neq 1} \sum_{\gamma \chi > 0} \log J_0 \left( \frac{2}{\sqrt{h \log d(\frac{1}{4} + \gamma^2)}} \right) . \]
(6.10)
Recall that
\[
\alpha(K, a_j) = 1 - sq^{-1}(a_j) + 2 \sum_{\chi \neq 1} \chi(a_j) \text{ord}_{s=1/2} L(s, \chi)
\]
\[
\ll 2w(d) + \sum_{\chi \neq 1} \text{ord}_{s=1/2} L(s, \chi)
\]
\[
\ll d \frac{(1+\epsilon) \log 2}{\log \log d} + o(\sqrt{h \log d})
\]
(6.11)

where \(w(d)\) is the number distinct prime divisors of \(d\). The first bound is an elementary prime number estimate and the second bound was assumed to be true. To estimate the second term, note that \(\log J_0(z) = -z^2 + O(|z|^4)\) if \(|z|\) is sufficiently small. In this case, we have
\[
z = \frac{2 \left| \sum_{j=1}^{r} \chi(a_j) \xi_j \right|}{\sqrt{2h \log d (\frac{1}{4} + \gamma^2_\chi)}} \leq \frac{2\sqrt{r} A}{\sqrt{h \log d}} + O \left( \frac{A^2}{(h \log d)^2} \sum_{\chi \neq 1} \sum_{\gamma > 0} \frac{1}{(\frac{1}{4} + \gamma^2_\chi)^2} \right).
\]
(6.12)

Applying the estimate of Chapter 4
\[
\frac{1}{2} \sum_{\text{all } \gamma} \frac{1}{\frac{1}{4} + \gamma^2} = \log d + O(\log \log d)
\]
shows that the third term is \(\ll \frac{1}{h \log d}\). In addition, one shows that the main term equals
\[
- \frac{1}{2h \log d} \sum_{\chi \neq 1} \left| \sum_{j=1}^{r} \chi(a_j) \xi_j \right|^2 (\log d + O(\log \log d))
\]
\[
= \left( -\frac{1}{2} + O \left( \frac{\log \log d}{\log d} \right) \right) \sum_{j=1}^{r} \sum_{k=1}^{r} \xi_j \xi_k \frac{1}{h} \sum_{\chi \neq 1} \chi(a_j) \overline{\chi(a_k)}.
\]
(6.13)

Orthogonality of characters yields
\[
\frac{1}{h} \sum_{\chi \neq 1} \chi(a_j) \overline{\chi(a_k)} = \begin{cases} 
\frac{h-1}{h} & \text{if } j = k \\
-1 & \text{otherwise}
\end{cases}.
\]
Split the main terms into two terms I and II where the first term consists of pairs $j = k$ and the second term consists of all other pairs. Clearly,

$$I = \sum_{j=1}^{r} \xi_j^2 \left(1 - \frac{1}{h} \right)$$

$$II = -\frac{1}{h} \sum_{j \neq k} \xi_j \xi_k \ll \frac{1}{h} \left( \sum_{j=1}^{r} |\xi_j| \right)^2 \leq \frac{r A^2}{h}$$

Combining these formulas shows that as $|d| \rightarrow \infty$

$$\log \hat{\mu}(\xi) \rightarrow -\sum_{j=1}^{r} \frac{1}{2} \xi_j^2$$

and $\hat{\mu}(\xi) \rightarrow \exp \left( -\sum_{j=1}^{r} \frac{1}{2} \xi_j^2 \right)$

for $|\xi| \leq A$. Hence, Levy’s theorem implies that $\hat{\mu}$ converges in measure to the Gaussian.

Rubinstein-Sarnak assume LI for Dirichlet $L$-functions which implies $L(\frac{1}{2}, \chi) \neq 0$ for all Dirichlet characters. However, the proof of their theorem would remain valid under the assumption

$$\sum_{\chi \text{ord}_s = \frac{1}{2}} L(s, \chi) = o(\sqrt{\phi(q) \log q})$$

and the linear independence of the non-zero imaginary ordinates. Note that this assumption is quite strong. It says that as $q \rightarrow \infty$, 0-density of the Dirichlet $L$-functions vanish at $\frac{1}{2}$. Currently, it is only known that more than one half of these functions do not vanish at $\frac{1}{2}$. This is work due to Iwaniec-Sarnak [37].

### 6.2.1 Weil’s explicit formulae

This section will explore what kind of upper bound can be obtained for the sum

$$\sum_{\chi \neq 1} \text{ord}_s \frac{1}{2} L(s, \chi) .$$

We will need to use Weil’s explicit formulae.

Let $M$ and $M'$ be two non-negative integers, $A$ and $B$ two positive real numbers, $(a_i)_{1 \leq i \leq M}$ and $(a'_i)_{1 \leq i \leq M'}$ two sequences of non-negative real numbers such that $\sum_{i=1}^{M} a_i = \sum_{i=1}^{M'} a'_i$. Finally, let $(b_i)_{1 \leq i \leq M}$ and $(b'_i)_{1 \leq i \leq M'}$ be two sequences of complex numbers with non-negative real part.

Suppose there exist two meromorphic functions $\Lambda_1$ and $\Lambda_2$ verifying the following conditions:
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1. There exists \( w \in \mathbb{C}^* \) so that \( \Lambda_1(1 - s) = w\Lambda_1(s) \),
2. \( \Lambda_1 \) and \( \Lambda_2 \) have only a finite number of poles,
3. For \( i = 1, 2 \), \( \Lambda_i \) minus its singular terms is bounded inside any vertical strip of the form \( -\infty < \sigma_0 \leq \text{Re}(s) \leq \sigma_1 < \infty \),
4. There exists \( c \geq 0 \) such that, for \( \text{Re}(s) > 1 + c \) we have:
   \[
   \Lambda_1(s) = A^s \prod_{j=1}^{M} \Gamma(a_j s + b_j) \prod_p \prod_{i=1}^{M} (1 - \alpha_i(p)p^{-s})^{-1}
   \]
   \[
   \Lambda_2(s) = B^s \prod_{j=1}^{M} \Gamma(a'_j s + b'_j) \prod_p \prod_{i=1}^{M} (1 - \beta_i(p)p^{-s})^{-1}
   \]
   where \( p \) runs over all prime numbers and \( \alpha_i(p), \beta_i(p) \) are complex numbers of modulus \( \leq p^c \).

Let \( F : \mathbb{R} \to \mathbb{R} \) be a function satisfying the following conditions:

1. There exists \( \epsilon > 0 \) such that \( F(x) \exp((\frac{1}{2} + c + \epsilon)x) \) is integrable and has bounded variation, the value at each point being the average of the left-hand limit and the right-hand limit.
2. \( (F(x) - F(0))/x \) has bounded variation.

We define

\[
\Phi(s) = \int_{-\infty}^{\infty} F(x) e^{(s-\frac{1}{2})x} \, dx , \tag{6.15}
\]
\[
I(a, b) = -\frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \Phi(s) \frac{\Gamma'(s)}{\Gamma(s)} (as + b) \, ds ,
\]
\[
J(a, b) = -\frac{1}{2\pi i} \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \Phi(1 - s) \frac{\Gamma'(s)}{\Gamma(s)} (as + b) \, ds .
\]

Weil generalized Riemann’s original explicit formula to obtain the following useful result. In recent years, many analytic number theorists have applied this formula to obtain results about non-vanishing of \( L \)-functions and the zeros of primitive \( L \)-functions.

Riemann-Weil explicit formula 6.2.1.1

\[
\sum_{\rho} \Phi(\rho) - \sum_{\mu} \Phi(\mu) + \sum_{i=1}^{M} I(a_i, b_i) + \sum_{i=1}^{M} J(a'_i, b'_i) = F(0) \log(AB) - \sum_{p, i, k} (\alpha_i^k(p)F(k \log p) + \beta_i^k(p)F(-k \log p)) \log p \frac{p^{k/2}}{p^{k/2}} \tag{6.16}
\]

where \( \rho \) runs over the zeros of \( \Lambda_1 \) and \( \mu \) runs over the poles of \( \Lambda_1 \) in the critical strip \( -c \leq \text{Re}(s) \leq 1 + c \), each of them counted with multiplicity.

Comment The sum \( \sum_{\rho} \Phi(\rho) \) should be interpreted as

\[
\sum_{\rho} \Phi(\rho) = \lim_{T \to \infty} \sum_{|\text{Im}(\rho)| < T} \Phi(\rho) .
\]
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This following result follows from the Weil explicit formula and depends on a technique used by Ram Murty to bound the analytic rank of $J_0(q)$. One limitation of this method is that it depends on the Riemann Hypothesis. It should be observed that upper bound is at least $h^2/\sqrt{\log d}$ larger than the hypothesis made in the previous theorem.

Lemma 6.2.1.2 Let $K = \mathbb{Q}(d)$ be an imaginary quadratic field of discriminant $d$ and class number $h$. Let $\mathcal{H}_K$ denote the class group and $\hat{\mathcal{H}}_K$ its set of class group characters. Assume RH for the class group $L$-functions. Then

$$\sum_{\chi \neq 1} \text{ord}_{s=\frac{1}{2}} L(s, \chi) \leq h + o(h).$$

Proof  We will now apply the Weil formula to some specific functions. Note that if $F(u) = \max(1 - |u|, 0)$ then its Fourier transform is

$$\phi(t) = \hat{F}(t) = \int_{\mathbb{R}} F(u) e^{-iut} du = \left(\frac{\sin(t)}{t}\right)^2.$$

Instead of using this function in the explicit formula, we will work with the scaled function $F_x(u) = F\left(\frac{u}{\log x}\right)$ where $x$ is a free parameter to be determined later. It will be chosen as some function of $D$. This function has the Fourier transform

$$\phi_x(t) = \hat{F}_x(t) = \log x \cdot \phi(t \log x) = \log x \left(\frac{\sin\left(\frac{t \log x}{2}\right)}{\frac{t \log x}{2}}\right)^2 = \frac{4}{\log x} \left(\frac{\sin\left(\frac{t \log x}{2}\right)}{t}\right)^2.$$

Now let $\chi$ be a fixed character of the class-group $\mathcal{H}_K$. Recall that if $\chi \neq 1$ then $L_K(s, \chi)$ is holomorphic and hence its completed $L$-function has no poles. However, if $\chi = 1$ the class group $L$-function is just the Dedekind zeta function of $K$. Therefore, its completed $L$-function has poles at $s = 0, 1$. Lastly, observe that the class group $L$-functions of $K$ can all be completed to have the form

$$\Lambda_K(s, \chi) = \left(\frac{|d|}{2\pi}\right)^s \Gamma(s) L_K(s, \chi).$$

Furthermore, it satisfies the functional equation

$$\Lambda_K(s, \chi) = \Lambda_K(1 - s, \chi).$$

Notice that the above functional equation indicates the root number is one. Further information on these functions can be found on pp. 211-222 of Iwaniec [36]. Observe that for $\rho = \frac{1}{2} + i\gamma$

$$\Phi_x(\rho) = \int_{\mathbb{R}} F_x(u)e^{iyu} du = \phi_x(-\gamma) = \phi_x(\gamma),$$
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and
\[
\sum_{L(1/2+i\gamma,\chi)=0} \phi_x(\gamma) = \delta_x(\Phi(0) + \Phi(1)) - I(1, 0) - J(1, 0) + F_x(0) \log \left( \frac{|d|}{4\pi^2} \right) - \sum_{N\alpha \geq 1} \left( \chi(\alpha) + \overline{\chi(\alpha)} \right) \frac{\Lambda(\alpha)}{N\alpha^2} F_x(\log N\alpha).
\]
(6.17)

One can show that \( I(1, 0) + J(1, 0) \ll 1 \). Also, notice that
\[
\Phi(1) = \Phi(0) = \Phi(\frac{1}{2} + i\frac{1}{2}) = \frac{16}{\log x} \left( \frac{\sin \left( \frac{i \log x}{4} \right)}{i} \right)^2 = \frac{16}{\log x} \sinh^2 \left( \frac{\log x}{4} \right) = \frac{4}{\log x} + O \left( \frac{1}{\log x} \right).
\]
(6.18)

Let \( r_\chi = \text{ord}_{s=1/2} L(s, \chi) \). Summing over characters \( \chi \) we obtain
\[
\log x \sum_{\chi} r_\chi \leq \frac{4\sqrt{x}}{\log x} + O(h) + h \log \left( \frac{|d|}{4\pi^2} \right) - \sum_{\chi} \sum_{N\alpha \geq 1} \left( \chi(\alpha) + \overline{\chi(\alpha)} \right) \frac{\Lambda(\alpha)}{N\alpha^2} F_x(\log N\alpha).
\]
(6.19)

Notice that the last sum is positive since it equals
\[
\sum_{1 \leq N\alpha \leq x} \left( \sum_{\chi} \chi(\alpha) + \overline{\chi(\alpha)} \right) \frac{\Lambda(\alpha)}{N\alpha^2} F_x(\log N\alpha)
\]
(6.20)

Thus, the final term can be discarded from the inequality to yield
\[
\sum_{\chi} r_\chi \leq \frac{4\sqrt{x}}{(\log x)^2} + O \left( \frac{h}{\log x} \right) + \frac{h \log |d|}{\log x}.
\]

Now choose \( x = |d| \) and we have
\[
\sum_{\chi} r_\chi \leq h + O \left( \frac{h}{\log |d|} \right) + O \left( \frac{|d|^{1/2}}{\log |d|} \right).
\]

Recall that under the assumption of GRH Littlewood [47] proved that the \( L \)-function at \( s = 1 \) satisfies the inequalities
\[
\frac{1}{\log \log |d|} \ll L(1, (\frac{d}{d})) \ll \log \log |d|
\]
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which translates to $$\frac{|d|^\frac{1}{2}}{\log \log |d|} \ll h(d) \ll |d|^\frac{1}{2} \log \log |d|$$

by the class number formula. These inequalities show that

$$\sum_{\chi} r_{\chi} \leq h + o(h) .$$

### 6.3 Numerical examples

#### 6.3.1 Class number two

We will consider imaginary quadratic fields, $K = \mathbb{Q}(\sqrt{d})$ where $d$ is the field discriminant and $h(d) = 2$. There are only a finite number of such fields. This was originally proven by Stark [74]. The complete list of field discriminants with $h(d) = 2$ is


(6.21)

For such fields, there are only two ideal classes. The identity class is represented by principal ideals and the other class is represented by non-principal ideals. We will consider the race between primes that are principal and those which are non-principal. It was shown earlier that the Chebyshev bias is towards the non-principal primes. We will compute some examples of this. Let

$$\pi_n(x) = \sum_{Np \leq x, p \subset \mathcal{O}_K, \text{non-principal}} 1$$

and

$$\pi_p(x) = \sum_{Np \leq x, p \subset \mathcal{O}_K, \text{principal}} 1.$$  

Since the class number of these fields is two, there is only one non-trivial character of the class group. Denote this character by $\chi$. Specifically,

$$\chi : \mathcal{H}_{K} \rightarrow \pm 1 \text{ where } \chi(\text{principal}) = 1, \, \chi(\text{non-principal}) = -1$$

From the formulas in the last section, we can show

$$\frac{\log x}{\sqrt{x}} (\pi_n(x) - \pi_p(x)) = 1 + \frac{\psi(x, \chi)}{\sqrt{x}} + \text{small} = 1 - \sum_{|\gamma| \leq x^\frac{1}{2} + \gamma} x^{\frac{1}{2} + \gamma} + \text{small.} \quad (6.22)$$

Denote the function on the left as $E_K(x)$. The plus one in the above equation denotes the bias towards non-principal ideals. Also, the sum on the right hand side of the equation is over non-trivial zeros of the class group $L$-function, $L(s, \chi)$. The above equation is only valid under the assumption of RH for $L(s, \chi)$. For the fields we are
considering, the class group $L$-function has a particularly simple interpretation. It is classical work due to Siegel that we can write $d = d_1 d_2$ where each $d_i$ is a field discriminant. In addition, if we consider the Dirichlet characters $(\frac{d_i}{\cdot})$ for $i = 1, 2$ then

$$L(s, \chi) = L(s, (\frac{d_1}{\cdot}))L(s, (\frac{d_2}{\cdot})).$$

Because of this simple identity, it will be relatively easy to compute the logarithmic density of the sets $P_{K, np, p}$. As in previous sections, $E_K(e^y)$ has a limiting distribution, $\mu_K$ assuming RH. The Fourier transform of this distribution can be calculated to be

$$\hat{\mu}_K(\xi) = e^{i\xi} \prod_{\gamma_{d_i} > 0} J_0 \left( \frac{2\xi}{\sqrt{1 + \gamma_{d_i}^2}} \right) \prod_{\gamma_{d_2} > 0} J_0 \left( \frac{2\xi}{\sqrt{1 + \gamma_{d_2}^2}} \right).$$

Using the same techniques as the last chapter enables one to compute the following logarithmic densities. In the following table, $d_K$ denotes the field discriminant of the field $\mathbb{Q}(d_K)$. We only considered fields with class number two. The second and third columns denote field discriminants $d_1, d_2$ such that

$$d_K = d_1 d_2$$

and $L(s, \chi) = L(s, (\frac{d_1}{\cdot}))L(s, (\frac{d_2}{\cdot})).$ $T$ denotes the height to which zeros of $L(s, \chi)$ have been computed and $N_{d_i}(T)$ denotes the number of zeros of $L(s, (\frac{\cdot}{d_i}))$ to height $T$ in the critical strip for $i = 1, 2$. The logarithmic densities in this section were computed using a program written in C. We wrote our own code to compute the $J_0$ Bessel function. The computation of $J_0$ is good to roughly 18 decimal digits. However, most of the computed zeros are only good to 10 decimal digits. The $J_0$ program is based on a similar version in Numerical Recipes in C [57] and some tables of rational approximations in Computer Approximations [28]. The C version of the program that computes the logarithmic densities is significantly faster than the corresponding Maple version.
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<table>
<thead>
<tr>
<th>$d_K$</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$T$</th>
<th>$N_{d_1}(T)$</th>
<th>$N_{d_2}(T)$</th>
<th>$\delta_{K,n,p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-15</td>
<td>-3</td>
<td>5</td>
<td>10000</td>
<td>11891</td>
<td>12703</td>
<td>0.973286</td>
</tr>
<tr>
<td>-20</td>
<td>-4</td>
<td>5</td>
<td>10000</td>
<td>12349</td>
<td>12703</td>
<td>0.963473</td>
</tr>
<tr>
<td>-24</td>
<td>-3</td>
<td>8</td>
<td>10000</td>
<td>11891</td>
<td>13452</td>
<td>0.954865</td>
</tr>
<tr>
<td>-35</td>
<td>-7</td>
<td>5</td>
<td>10000</td>
<td>13239</td>
<td>12703</td>
<td>0.939922</td>
</tr>
<tr>
<td>-40</td>
<td>-8</td>
<td>5</td>
<td>10000</td>
<td>13452</td>
<td>12703</td>
<td>0.925852</td>
</tr>
<tr>
<td>-51</td>
<td>-3</td>
<td>17</td>
<td>2500</td>
<td>2421</td>
<td>3112</td>
<td>0.919848</td>
</tr>
<tr>
<td>-52</td>
<td>-4</td>
<td>13</td>
<td>10000</td>
<td>12349</td>
<td>14224</td>
<td>0.908316</td>
</tr>
<tr>
<td>-88</td>
<td>-11</td>
<td>8</td>
<td>10000</td>
<td>13959</td>
<td>13452</td>
<td>0.871237</td>
</tr>
<tr>
<td>-91</td>
<td>-7</td>
<td>13</td>
<td>10000</td>
<td>13239</td>
<td>14224</td>
<td>0.889205</td>
</tr>
<tr>
<td>-115</td>
<td>-23</td>
<td>5</td>
<td>2500</td>
<td>3232</td>
<td>2624</td>
<td>0.875912</td>
</tr>
<tr>
<td>-123</td>
<td>-3</td>
<td>41</td>
<td>2500</td>
<td>2421</td>
<td>3461</td>
<td>0.863227</td>
</tr>
<tr>
<td>-148</td>
<td>-4</td>
<td>37</td>
<td>2500</td>
<td>2536</td>
<td>3420</td>
<td>0.835824</td>
</tr>
<tr>
<td>-187</td>
<td>-11</td>
<td>17</td>
<td>2500</td>
<td>2938</td>
<td>3112</td>
<td>0.849390</td>
</tr>
<tr>
<td>-232</td>
<td>-8</td>
<td>29</td>
<td>2500</td>
<td>2811</td>
<td>3323</td>
<td>0.808134</td>
</tr>
<tr>
<td>-235</td>
<td>-47</td>
<td>5</td>
<td>2500</td>
<td>3516</td>
<td>2624</td>
<td>0.834246</td>
</tr>
<tr>
<td>-267</td>
<td>-3</td>
<td>89</td>
<td>2500</td>
<td>2421</td>
<td>3770</td>
<td>0.814913</td>
</tr>
<tr>
<td>-403</td>
<td>-31</td>
<td>13</td>
<td>2500</td>
<td>3351</td>
<td>3004</td>
<td>0.811309</td>
</tr>
<tr>
<td>-427</td>
<td>-7</td>
<td>61</td>
<td>2500</td>
<td>2759</td>
<td>3619</td>
<td>0.806438</td>
</tr>
</tbody>
</table>
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The Summatory Function of the Möbius Function

7.1 Introduction to $M(x)$

The function $M(x) = \sum_{n\leq x} \mu(n)$ has close connections to the Riemann zeta function. In fact, the Riemann Hypothesis would follow from the famous Mertens conjecture which states that

$$|M(x)| \leq x^{\frac{1}{2}} \text{ for } x \geq 1.$$ 

Unfortunately, this conjecture was disproven by Odlyzko and te Riele [56]. Although the Mertens conjecture is false, there is still the possibility that the weak Mertens conjecture is true. The weak or averaged Mertens hypothesis states that

$$\int_2^X \left( \frac{M(t)}{t} \right)^2 \, dt \ll \log X .$$

It implies RH, all zeros of $\zeta(s)$ are simple, and that $\sum_{\gamma > 0} \frac{1}{|\rho\zeta'(\rho)|^2}$ converges. These are proven in Titchmarsh’s book [76] (pp. 376 -380). It is very plausible that the weak Mertens conjecture is true. In fact, we will show that the weak Mertens conjecture is a consequence of RH and the Gonek-Hejhal conjecture. Moreover, it seems likely that the following asymptotic should be true.

$$\int_2^X \left( \frac{M(t)}{t} \right)^2 \, dt \sim \sum_{\gamma > 0} \frac{2}{|\rho\zeta'(\rho)|^2} \log X .$$

The reason for believing the above asymptotic formula is that Cramér proved assuming RH that

$$\int_2^X \left( \frac{\psi(t) - t}{t} \right)^2 \, dt \sim \sum_{\gamma > 0} \frac{2}{|\rho|^2} \log X .$$

The best known unconditional upper bound for $M(x)$ is

$$M(x) = O \left( x \exp(-c \log^\frac{2}{3} x (\log \log x)^{-\frac{1}{5}}) \right)$$
for some constant $c$ (see Ivic [35] pp. 71-73). Whereas, RH implies

$$M(x) = O \left( x^{\frac{1}{2}} \exp \left( A \frac{\log x}{\log \log x} \right) \right)$$

for some constant $A$ (see Titchmarsh [76] p. 371). However, it is known that the Riemann Hypothesis is equivalent to the estimate $|M(x)| \ll x^{\frac{1}{2} + \epsilon}$ for every $\epsilon > 0$ (see Titchmarsh [76] p. 370). In fact, the true order of $M(x)$ appears to be something of a mystery. The best known unconditional omega result is $M(x) = \Omega(x^{\frac{1}{2}})$. However, if RH is false, then

$$M(x) = \Omega(x^{\theta})$$

for some $\theta > \frac{1}{2}$. In contrast, superior upper and lower bounds are known for the prime number sum $\psi(x)$. Recall that Littlewood proved

$$\psi(x) = x + \Omega_{\pm}(x^{\frac{1}{2}} \log \log x) .$$

One may ask what type of omega result is true for $M(x)$. In an attempt to understand this question we will give a conditional proof of the existence of a limiting distribution function for the function $\phi(y) = e^{-\frac{y}{2}} M(e^y)$. Heath-Brown writes in [30] “It appears to be an open question whether

$$x^{-\frac{1}{2}} M(x) = x^{-\frac{1}{2}} \sum_{n \leq x} \mu(n)$$

has a distribution function. To prove this one would want to assume the Riemann Hypothesis and the simplicity of the zeros, and perhaps also a growth condition on $M(x)$.”

The constructed limiting distribution reveals significant information about $M(x)$. Studying tails of this distribution will lead to the conjecture

$$M(x) = \Omega_{\pm} \left( x^{\frac{1}{2}} (\log \log x)^{\frac{5}{4}} \right) .$$

This conjecture depends on deep conjectures of Gonek and Hejhal concerning the zeros of the Riemann zeta function. Additionally assuming the linear independence of the zeros of the zeta function almost leads to a proof of this result. Recall that in the Chebyshev’s Bias article [62], the authors consider functions like $\phi(x) = \frac{\log x}{\sqrt{x}} (\pi(x) - Li(x))$. They show limiting distributions exist for $\phi(e^y)$ rather than $\phi(x)$. In this case, a limiting distribution does not exist for $\phi(x)$. The technique that will be used in showing $\phi(y) = e^{-\frac{y}{2}} M(e^y)$ has a limiting distribution is essentially the same as in the Rubinstein-Sarnak paper. The existence of limiting distributions in their article depends on the Riemann Hypothesis. For the function, $\phi(y)$, we will need to assume the Riemann Hypothesis and the Gonek-Hejhal conjecture mentioned earlier.
7.2 Gonek-Hejhal conjectures

Originally, Hejhal [32] derived these conjectures heuristically from his results on the value distribution of the function $\log \zeta'(\frac{1}{2} + it)$.

Hejhal’s Conjectures 7.2.1

(i) \[
\sum_{\gamma > 0} \frac{1}{|\rho \zeta'(\rho)|^\lambda}
\]

converges for all $\lambda > 1$ and

(ii) \[
\sum_{T \leq \gamma \leq 2T} \frac{1}{|\rho \zeta'(\rho)|^\lambda} \asymp T^{1-\lambda}(\log T)^{\lambda^2/2+1-\lambda}.
\]

Note that part (ii) implies that

\[
\sum_{T \leq \gamma} \frac{1}{|\rho \zeta'(\rho)|^2} \asymp \frac{1}{T} + \frac{1}{2T} + \frac{1}{4T} + \frac{1}{8T} + \cdots \ll \frac{1}{T}.
\]

Gonek made some related conjectures, assuming that all zeros of the zeta function are simple. Define the function

\[
J_{-k}(T) = \sum_{\gamma \leq T} \frac{1}{|\zeta'(\rho)|^{2k}}.
\]

Independently and using different techniques Gonek conjectured that

Gonek’s Conjectures 7.2.2

(i) \[
J_{-1}(T) \sim \frac{3}{\pi^3} T
\]

and

(ii) \[
J_{-k}(T) \asymp T \log T^{(k-1)^2}.
\]

In Gonek’s article [26], one of the main results is that

\[
J_{-1}(T) \gg T
\]

assuming the Riemann Hypothesis. However, no non-trivial upper bounds for this function are known. Even a weak upper bound of the form $J_{-1}(T) \ll T^c$ for some $1 \leq c \leq 2$ would be an interesting result. This type of problem can be considered
as a discrete analogue of finding bounds for negative moments of the zeta function. Evidence for the first part of the conjecture was presented in a recent talk [27] at the MSRI. The techniques used are very similar to Montgomery’s work on the Pair Correlation conjecture. It should be observed that part (i) of Gonek’s conjecture implies part (i) of Hejhal’s conjecture. Recently, there have been some more precise conjectures made about \( J_{-k}(T) \). The applied mathematicians Hughes, Keating, and O’Connell [33], using random matrix models have made the following conjecture.

**Random Matrix Model Conjecture 7.2.3**

For \( k > -\frac{3}{2} \) and bounded,

\[
J_k(T) = \sum_{\gamma \leq T} |\zeta'(\rho)|^{2k} \sim \frac{G^2(k + 2)}{G(2k + 3)} \cdot a(k) \cdot N(T) \cdot \left( \log \frac{T}{2\pi} \right)^{k(k + 2)}
\]

as \( T \to \infty \), where \( G \) is Barnes’ function defined by

\[
G(z + 1) = (2\pi)^{z/2} \exp\left( -\frac{1}{2}(z^2 + \gamma z^2 + z) \right) \prod_{n=1}^{\infty} (1 + \frac{z}{n})^n e^{-z^2/2n}
\]

and

\[
a(k) = \prod_p \left( 1 - \frac{1}{p} \right)^{k^2} \sum_{m=0}^{\infty} \left( \frac{\Gamma(m + k)}{m!\Gamma(k)} \right)^2 p^{-m}.
\]

One should note that in the above definition of \( a(k) \), the fraction \( \frac{\Gamma(m + k)}{m!\Gamma(k)} \) may be indeterminate if \( k = 0 \) or \(-1\). In these cases, set

\[
\frac{\Gamma(m + k)}{m!\Gamma(k)} = \lim_{u \to k} \frac{\Gamma(m + u)}{m!\Gamma(u)}.
\]

Furthermore, one can check that \( G(1) = 1 \) and \( a(-1) = \frac{6}{\pi^2} \) and hence the above conjecture implies that \( J_{-1}(T) \sim \frac{3}{\pi^2} T \). Consequently, the random matrix model conjecture implies part (i) of Gonek’s conjecture. This is an amazing agreement, considering that Gonek’s techniques are completely different from the random matrix model techniques.
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The following lemma demonstrates the connection between Gonek and Hejhal’s aforementioned conjectures.

**Lemma 7.2.4**

(i) \[ J_{-1}(T) \ll T \Rightarrow \sum_{\gamma > 0} \frac{1}{|\rho \zeta'(\rho)|^\lambda} \text{ converges for all } \lambda > 1. \]

(ii) \[ J_{-k}(T) \ll T \log T^{(k-1)^2} \text{ for } k \geq 0, k \neq \frac{1}{2} \]
\[ \iff \sum_{T \leq \gamma \leq 2T} \frac{1}{|\rho \zeta'(\rho)|^\lambda} \ll T^{1-\lambda}(\log T)^{\lambda^2/4+1-\lambda} \text{ for } \lambda \geq 0, \lambda \neq 1. \]

**Proof** The proof will be broken into two cases. First consider \(1 < \lambda \leq 2\). Let \(\mu = 2 - \lambda\). Consider the tail, \(\text{Tail}(\lambda, T) = \sum_{\gamma \geq T} \frac{1}{|\rho \zeta'(\rho)|^\lambda}\). Rewrite as
\[ \sum_{\gamma \geq T} \frac{1}{|\rho \zeta'(\rho)|^\lambda} = \sum_{\gamma \geq T} \frac{|\zeta'(\rho)|^{\mu}}{|\rho|^\lambda |\zeta'(\rho)|^2} \ll \sum_{\gamma \geq T} \frac{|\rho|^\mu}{|\rho|^\lambda |\zeta'(\rho)|^2}. \]

The last step is a consequence of the Riemann Hypothesis. Applying partial summation we obtain
\[ \text{Tail}(\lambda, T) \ll \left[ \frac{J_{-1}(t)}{|\frac{1}{2} + it|^{\lambda-1}} \right]_{T}^{\infty} + \lambda \int_{T}^{\infty} \frac{J_{-1}(t)}{(\frac{1}{4} + t^2)^{\lambda/2+1}} \cdot t \, dt. \]

The first term approaches zero as \(T \to \infty\) since \(\lambda > 1\). Also, the integrand is asymptotic to \(\frac{3}{\pi^{3/2}}\) as \(t \to \infty\). Consequently, the integral is less than a constant times \(\frac{1}{T^{\lambda}}\). Therefore, the tail goes to zero and we have the convergence of the series for \(1 < \lambda \leq 2\). Now consider the case \(\lambda \geq 2\). The convergence of the series for \(\lambda = 2\) implies that
\[ \frac{1}{|\rho \zeta'(\rho)|} \to 0. \]

Choose \(T\) such that \(\frac{1}{|\rho \zeta'(\rho)|} \leq 1\) for \(\gamma \geq T\). Then there is the trivial bound
\[ \sum_{\gamma \geq T} \frac{1}{|\rho \zeta'(\rho)|^\lambda} \leq \sum_{\gamma \geq T} \frac{1}{|\rho \zeta'(\rho)|^2}. \]

However, the second sum goes to zero by the previous discussion. In the second part of the argument, the convergence of \(\sum \frac{1}{|\rho \zeta'(\rho)|^2}\) is all that is required. The asymptotic is only required for the range \(1 < \lambda \leq 2\).
(ii) For \( \Rightarrow \) we partially sum to obtain
\[
\sum_{T \leq \gamma \leq 2T} \frac{1}{|\rho \zeta'(|\rho)|^\lambda} \ll \sum_{T \leq \gamma \leq 2T} \frac{1}{|\gamma \zeta'(|\rho)|^\lambda} = \left[ \frac{J_{\lambda/2}(t)}{t^\lambda} \right]_T^{2T} + \lambda \int_T^{2T} \frac{J_{\lambda/2}(t)}{t^{\lambda+1}} \, dt.
\]
The first term is
\[
\ll \frac{T (\log T)^{(\lambda/2-1)^2}}{T^\lambda} = T^{1-\lambda}(\log T)^{(\lambda/2-1)^2}
\]
and the second term is
\[
\ll \int_T^{2T} \frac{(\log t)^{(\lambda/2-1)^2}}{t^{\lambda+1}} \, dt = \int_T^{2T} \frac{(\log t)(\lambda/2-1)^2}{t^\lambda} \, dt = T^{1-\lambda}(\log T)^{(\lambda/2-1)^2}.
\]

For the other direction, we substitute the values \( \frac{T}{2}, \frac{T}{4}, \ldots, \frac{T}{2^j} \) where \( j \) is the least integer such that \( \frac{T}{2^j} \leq 14 \) and obtain
\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(|\rho)|^\lambda} \ll \sum_{k=1}^j \left( \frac{T}{2^k} \right)^{1-\lambda} \left( \log \left( \frac{T}{2^k} \right) \right)^\mu
\]
where \( \mu = \lambda^2/4 + 1 - \lambda \). We make the variable change \( U = \frac{T}{2^j} \). Notice that this is a number that satisfies \( 7 \leq U \leq 14 \) and obtain
\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(|\rho)|^\lambda} \ll \sum_{k=1}^j (2^k U)^{1-\lambda} (\log (2^k U))^\mu \ll \sum_{k=1}^j (2^k)^{1-\lambda} k^\mu \ll \int_1^j x^\mu e^{x(1-\lambda)} \, dx.
\]
However, integrating the last term by parts shows that
\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(|\rho)|^\lambda} \ll j^\mu e^{j(1-\lambda)} \ll T^{1-\lambda}(\log T)^\mu
\]
for \( \lambda \neq 1 \). We now apply partial summation to obtain
\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(|\rho)|^\lambda} \ll \sum_{\gamma < T} \frac{1}{|\gamma|^\lambda} = O \left( T^{\lambda} T^{1-\lambda}(\log T)^\mu \right) + O \left( \int_1^{T} t^{\lambda-1-\lambda}(\log T)^\mu \, dt \right)
\]
\[
\ll T (\log T)^\mu .
\]
\( \square \)

**Lemma 7.2.5** Let \( \rho = \frac{1}{2} + i \gamma \) denote a zero of the zeta function with \( \gamma > 0 \).

(a) \[
\sum_{\gamma < T} \frac{1}{|\rho|} = \sum_{\gamma < T} \frac{1}{\sqrt{\frac{1}{4} + \gamma^2}} = \frac{1}{4\pi} (\log T)^2 - \frac{\log 2\pi}{2\pi} \log T + O(1) .
\]
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(b) For $c > 1$

$$\sum_{\gamma > T} \frac{1}{|\rho|^c} = \sum_{\gamma > T} \frac{1}{(\frac{1}{2} + \gamma^2)^{\frac{c}{2}}} = \frac{1}{2\pi(c-1)} \frac{\log T}{T^{c-1}} + O\left(\frac{1}{T^{c-1}}\right).$$

(c) $J_{\frac{1}{2}}(T) = \sum_{0 < \gamma < T} |\zeta'\left(\frac{1}{2} + i\gamma\right)|^{-1} \sim \alpha T (\log T)^{\frac{1}{2}}$ implies

$$\sum_{\gamma < T} \frac{1}{|\rho\zeta'\!(\rho)|} \sim \frac{4\alpha}{5} (\log T)^{\frac{3}{4}}.$$

(d) $J_{-1}(T) = \sum_{0 < \gamma < T} |\zeta'\left(\frac{1}{2} + i\gamma\right)|^{-2} \sim \frac{3}{\pi^2} T$ implies

$$\sum_{\gamma > T} \frac{1}{|\rho\zeta'\!(\rho)|^2} \sim \frac{3}{\pi^3} T.$$

(e) $J_{-\frac{1}{2}}(T) = \sum_{0 < \gamma < T} |\zeta'\left(\frac{1}{2} + i\gamma\right)|^{-1} \ll T^u (\log T)^v$ implies

$$\sum_{\gamma > T} \frac{(\log \gamma)^a}{\gamma^b |\zeta'\!(\rho)|} \ll \frac{(\log T)^{a+v}}{T^{b-u}}.$$

**Proof** Note that $\frac{1}{\sqrt{1 + x^2}} = \frac{1}{x} \cdot (1 + \frac{1}{4x^2})^{-\frac{1}{2}} = \frac{1}{x} \cdot (1 - \frac{1}{8x^2} + O\left(\frac{1}{x^4}\right)) = \frac{1}{x} + O\left(\frac{1}{x^3}\right)$. In this case, $x = \gamma$ the imaginary ordinate of a zero. Hence, $x \geq 14$ as the first zero occurs at $\gamma = 14.13...$. Evaluate the first term by partial summation and use Riemann’s classical formula $N(t) = \frac{t}{2\pi} \log t - \frac{\log 2\pi}{2} t + O(\log t)$ to obtain

$$\begin{align*}
\sum_{\gamma < T} \frac{1}{\gamma} &= \left[\frac{N(t)}{t}\right]_1^T + \int_1^T \frac{N(t)}{t^2} dt \\
&= \frac{1}{2\pi} \log T + \frac{1}{2\pi} \int_1^T \frac{t \log(t)}{t^2} dt - \frac{1 + \log 2\pi}{2\pi} \log T + O(1) \\
&= \frac{1}{4\pi} (\log T)^2 - \frac{\log 2\pi}{2\pi} \log T + O(1).
\end{align*}$$

In addition, note that $\sum_{\gamma > 0} \frac{1}{\gamma^k}$ converges for $k > 1$. Hence, the other term only contributes $O(1)$ and we obtain part (a). Part (b) is proven likewise. Observe that $\frac{1}{|\rho|^c} = \frac{1}{c} \left(1 + \frac{1}{4\gamma^2}\right)^{-\frac{c}{2}} = \frac{1}{c} \left(1 - \frac{c}{8\gamma^2} + O\left(\frac{1}{\gamma^4}\right)\right) = \frac{1}{c} + O\left(\frac{1}{\gamma^2}\right)$ and hence

$$\begin{align*}
\sum_{T < \gamma < \infty} \frac{1}{|\gamma|^c} &= \left[\frac{N(t)}{t^c}\right]_1^\infty + c \int_1^\infty \frac{N(t)}{t^{c+1}} dt \\
&= -\frac{1}{2\pi} \frac{\log T}{T^{c-1}} + \frac{c}{2\pi(c-1)} \frac{\log T}{T^{c-1}} + O\left(\frac{1}{T^{c-1}}\right) \\
&= \frac{1}{2\pi(c-1)} \frac{\log T}{T^{c-1}} + O\left(\frac{1}{T^{c-1}}\right).
\end{align*}$$
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For part (c) apply partial summation again. Set \( \epsilon(T) = J_{-\frac{1}{2}}(T) - \alpha T \log T \frac{1}{2} = o(T \log T \frac{1}{2}) \). Note that

\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(\rho)|} \sim \sum_{\gamma < T} \frac{1}{|\zeta'(\rho)| \sqrt{T^2 + \gamma^2}} = \sum_{\gamma < T} \frac{1}{|\zeta'(\rho)| \gamma \sqrt{T + \frac{1}{4\gamma^2}}}.
\]

Using \((1 + \frac{1}{4\gamma^2})^{-\frac{1}{2}} = 1 + O(\frac{1}{\gamma^2})\) we see that

\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(\rho)|} = \sum_{\gamma < T} \frac{1}{|\zeta'(\rho)|} + O \left( \sum_{\gamma < T} \frac{1}{|\zeta'(\rho)| \gamma^3} \right).
\]

Let \( \Sigma_1 \) denote the first sum. We have

\[
\Sigma_1 = \left[ \frac{J_{-\frac{1}{2}}(t)}{t} \right]_{\gamma_1^-}^T + \int_{\gamma_1^-}^T \frac{J_{-\frac{1}{2}}(t)}{t^2} \, dt = \frac{aT \log T \frac{1}{2}}{T} + \epsilon(T) + \int_{\gamma_1^-}^T \frac{\alpha \log t \frac{1}{2}}{t^2} \, dt + \int_{\gamma_1^-}^T \frac{\epsilon(t)}{t^2} \, dt.
\]

(7.5)

Since \( \epsilon(t) = o(t \log t \frac{1}{2}) \) it is clear that

\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(\rho)|} \sim \Sigma_1 \sim \alpha \int_{\gamma_1^-}^T \frac{(\log t)^{\frac{1}{2}}}{t} \, dt = \alpha \left[ \frac{4}{5} (\log t)^{\frac{1}{2}} \right]_{\gamma_1^-}^T \sim \frac{4\alpha}{5} (\log T)^{\frac{1}{2}}.
\]

Similarly, in part (d) we can show that

\[
\sum_{\gamma < T} \frac{1}{|\rho \zeta'(\rho)|^2} \sim \sum_{\gamma < T} \frac{1}{|\zeta'(\rho)|^2 \gamma^2}.
\]

By partial summation,

\[
\sum_{\gamma < T} \frac{1}{|\zeta'(\rho)|^2 \gamma^2} = \left[ \frac{J_{-1}(t)}{t^2} \right]_{T}^\infty + 2 \int_T^\infty \frac{J_{-1}(t)}{t^3} \, dt = 0 - \frac{3}{\pi^3 T} \frac{\epsilon_2(T)}{T^2} + 2 \int_T^\infty \frac{3t}{\pi^3} \frac{\epsilon_2(t)}{t^3} \, dt.
\]

(7.6)

Since \( \epsilon_2(t) = o(t) \) we obtain

\[
\sum_{\gamma < T} \frac{1}{|\zeta'(\rho)|^2 \gamma^2} \sim \frac{6}{\pi^3} \int_T^\infty t^{-2} \, dt - \frac{3}{\pi^3 T} = \frac{3}{\pi^3 T}.
\]
(e) Let $\phi(t) = (\log t)^a t^{-b}$. Its derivative is $\phi'(t) = (a(\log t)^{a-1} - b(\log t)^a)/t^{b+1}$.

Partial summation implies

$$
\sum_{\gamma > T} (\log \gamma)^a \gamma^b |\zeta'(\rho)| = \left[ \phi(t) J_{-\frac{1}{2}}(t) \right]_T^\infty - \int_T^\infty J_{-\frac{1}{2}}(t) \phi'(t) \, dt.
$$

The first term is $\ll \phi(T) J_{-\frac{1}{2}}(T) = (\log T)^a t^{\frac{1}{2}} \log^2 \prod_{p \text{ prime}} \left(1 - \frac{1}{p} \right)^\frac{1}{p} \sum_{m=0}^{\infty} \left(\frac{\Gamma(m - \frac{1}{2})}{m! \Gamma(-\frac{1}{2})}\right)^2 p^{-m} t^{-m}.

However, if $B > 1$ the integral $I_{A,B} = \int_T^\infty (\log t)^A t^{B-1} \, dt$ can be computed by partial integration. Choosing $u = t^{-B}$ and $dv = (\log t)^A$ yields

$$
I_{A,B} \sim \frac{(\log T)^A}{(B-1)t^{B-1}}.
$$

If desired, lower order terms can be computed. This shows that the second term is also bounded by $(\log T)^a t^{-b-1} T^{\epsilon}$ and this completes the proof. □

**Comment 1** Curiously, Keating et al. [40] have suggested the constant $\alpha$ in part (c) of the Lemma is

$$
\alpha = \frac{1}{\sqrt{\pi}} \epsilon^{\zeta'(1)-\frac{1}{2}} \log^2 \prod_{p \text{ prime}} \left(1 - \frac{1}{p} \right)^\frac{1}{p} \sum_{m=0}^{\infty} \left(\frac{\Gamma(m - \frac{1}{2})}{m! \Gamma(-\frac{1}{2})}\right)^2 p^{-m} t^{-m}.
$$

This is a most amazing constant!

**Comment 2** Set $f(t) = \sum_{\gamma < t} \frac{1}{|\zeta'(\rho)|}$. By the above lemma, $f(t) \sim \frac{4\alpha}{5} (\log t)^{\frac{3}{2}}$. If $f(t)$ has an asymptotic formula with smaller order terms, it seems plausible that $f'(t) \sim \alpha (\log t)^{\frac{3}{4}}$. Observe that

$$
\sum_{t \leq \gamma < t+1} \frac{1}{|\zeta'(\rho)|} = f(t+1) - f(t) = f'(\theta) \approx \frac{(\log \theta)^{\frac{3}{4}}}{\theta} \approx \frac{(\log t)^{\frac{3}{4}}}{t}
$$

for some $\theta \in (t, t+1)$. If we assumed an upper bound of this form, many of the estimates in the next section could be dramatically improved.

### 7.3 Conditional results concerning $M(x)$

Let $T = \{T_{\nu} \mid \nu \geq 0, \nu \leq T_{\nu} \leq \nu + 1\}$ denote a positive increasing sequence of real numbers such that if $T \in T$ then

$$
\frac{1}{\zeta(\sigma + iT)} = O(T^\epsilon)
$$
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for all $\frac{1}{2} \leq \sigma \leq 2$. The fact that such a sequence of numbers can be chosen is explained on pp. 357-358 of Titchmarsh [76].

**Lemma 7.3.1** Assume the Riemann Hypothesis. For $x \geq 2$ and $T \in T$

$$M(x) = \sum_{\gamma \leq T} x^\rho + E(x, T)$$

where

$$E(x, T) \ll \frac{x \log x}{T} + \frac{x}{T^{1-\epsilon} \log x} + 1.$$ 

**Proof** The starting point is to recall that $\frac{1}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{\mu(n)}{n^s}$. Hence, applying a variant of a theorem from Titchmarsh’s book [76] pp. 60-63 (See also Ivić [35] pp. 300-303)

$$M(x) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{x^s}{\zeta(s)s} ds + O \left( \frac{x^c}{T(c-1)} \right) + O \left( \frac{x \log x}{T} \right) + O(1).$$

Setting $c = 1 + (\log x)^{-1}$, this becomes

$$M(x) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{x^s}{\zeta(s)s} ds + O \left( \frac{x \log x}{T} \right) + O(1).$$

Introduce a large parameter $U$. Consider the positively oriented rectangle $B_{T,U}$. Its vertices are at $c - iT, c + iT, -U + iT, \text{ and } -U - iT$. Thus we write

$$M(x) = \frac{1}{2\pi i} \int_{B_{T,U}} \frac{x^s}{\zeta(s)s} ds - \frac{1}{2\pi i} \left( \int_{c-iT}^{c+iT} + \int_{-U+iT}^{c+iT} + \int_{-U-iT}^{c-iT} \right) \frac{x^s}{\zeta(s)s} ds + O \left( \frac{x \log x}{T} \right) + O(1).$$

(7.7)

Denote the three integrals as $I_1(U), I_2(U), I_3(U)$. It’s possible to show that $I_2 \to 0$ as $U \to \infty$. We have by the functional equation

$$I_2 = \int_{-U-iT}^{-U+iT} \frac{x^s}{s\zeta(s)} ds = \int_{U+1-iT}^{U+1+iT} \frac{x^{1-s}}{(1-s)\zeta(1-s)} ds$$

$$= \int_{U+1-iT}^{U+1+iT} \frac{x^{1-s}}{2^{s-1}\pi^s} \frac{2s-1}{\Gamma(s)} ds.$$ 

(7.8)

Set $V = U + 1$. Note that $\frac{1}{\zeta(V+it) \cos(\frac{1}{2}(V+it))} \ll 1$ and $\frac{1}{|1-(V+it)|} \ll 1$ for $-T \leq t \leq T$. By Stirling’s formula we can estimate the reciprocal of the gamma function as

$$\frac{1}{\Gamma(s)} = O(|e^{s-(s-\frac{1}{2})\log s}|) = O(e^{\sigma-(\sigma-\frac{1}{2})\log |s|+\frac{1}{2}t}) = O(e^{\sigma-(\sigma-\frac{1}{2})\log |s|+\frac{1}{2}T}).$$
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Combining estimates we obtain
\[
I_2 \ll \int_{-T}^{T} \frac{1}{V} \left( \frac{2\pi}{x} \right)^{V-1} e^{V-(V-\frac{1}{2})\log V} \, dt = \frac{2T}{V} \left( \frac{2\pi}{x} \right)^{V-1} e^{V-(V-\frac{1}{2})\log V}.
\]
This shows that \( I_2 \to 0 \) as \( U \to \infty \). In the box \( B_{T,U}, \frac{x^s}{\zeta(s)} \), has poles at the zeros of the zeta function and \( s = 0 \). Thus we now have by Cauchy’s Residue Theorem
\[
M(x) = \frac{1}{2\pi i} \sum_{|\gamma|<T} \frac{x^\rho}{\rho\zeta'(\rho)} - 2 + \sum_{k\geq 1} \frac{x^{-2k}}{-2k\zeta(-2k)} - \frac{1}{2\pi i} \left( \int_{-\infty+iT}^{-\infty-iT} + \int_{c+iT}^{c-iT} \right) \frac{x^s}{\zeta(s)s} \, ds
+ O \left( \frac{x \log x}{T} \right) + O(1).
\]
(7.9)

In addition, the assumption that \( T \in T \) allows us to show that \( I_1 + I_3 = O \left( \frac{1}{T} + \frac{x}{T^{1-\epsilon} \log x} \right) \).

Let’s consider \( I_1 \). Write \( I_1 = \left( \int_{-1+iT}^{1+iT} + \int_{-\infty+iT}^{\infty+iT} \right) \frac{x^s}{s\zeta'(s)} \, ds = \int_{-1+iT}^{1+iT} e^{\sigma \log x} \, d\sigma = \frac{T^{\sigma-1}}{\log x} (x^\sigma - x^{-1}) \ll \frac{T^{\sigma-1}}{\log x} \).

For the other integral we use the functional equation
\[
\int_{-\infty+iT}^{-1+iT} \frac{x^s}{s\zeta'(s)} \, ds = \int_{2+iT}^{\infty+iT} \frac{x^{1-s}}{(1-s)\zeta(1-s)} \, ds = \int_{2+iT}^{\infty+iT} \frac{x^{1-s}}{(1-s)\cos(\frac{\pi s}{2})\Gamma(s)\zeta(s)} \, ds
= O \left( \int_2^\infty \left( \frac{2\pi}{x} \right)^{\sigma} \frac{1}{\sqrt{(1-\sigma)^2 + T^2}} \cos(\frac{\pi s}{2})\Gamma(s)\zeta(s) \, d\sigma \right).
\]
(7.10)

By definition of cosine we see that \( \frac{1}{\cos(\frac{\pi s}{2})\zeta(s)} \ll e^{-\frac{\pi}{4}T} \) and Stirling’s formula shows that \( \frac{1}{\zeta(s+iT)} \ll e^{\sigma-(\sigma-\frac{1}{2})\log \sigma + \frac{1}{2}\pi T} \). Furthermore, \( \frac{1}{\zeta(s+iT)} \ll 1 \) for \( \sigma \geq 2 \). Hence the integral is
\[
O \left( \int_2^\infty \frac{1}{T} \left( \frac{2\pi}{x} \right)^{\sigma} e^{\sigma-(\sigma-\frac{1}{2})\log \sigma} \, d\sigma \right) = O \left( \frac{1}{T} \right).
\]

Therefore, \( I_1 \) satisfies the required bound. The same argument works for \( I_3 \). Since we have the bound
\[
\sum_{k\geq 1} \frac{x^{-2k}}{-2k\zeta'(-2k)} \ll \frac{1}{x^2}
\]
for \( x \geq 2 \) we have now shown that
\[
M(x) = \sum_{\gamma \leq T} \frac{x^\rho}{\rho\zeta'(\rho)} + O(1) + O \left( \frac{1}{T} + \frac{x}{T^{1-\epsilon} \log x} \right) + O \left( \frac{x \log x}{T} \right).
\]
\[\Box\]
Corollary 7.3.2 As before, let \( T = \{ T_\nu \}_{\nu=0}^\infty \), then RH implies
\[
M(x) = \lim_{\nu \to \infty} \sum_{|\gamma| < T_\nu} \frac{x^\rho}{\rho \zeta'(\rho)} - 2 + \sum_{k \geq 1} \frac{x^{-2k}}{2k \zeta'(-2k)}
\]

Proof This is the same argument as above.

Corollary 7.3.3 RH implies
\[
\sum_{\gamma > 0} \frac{1}{|\rho \zeta'(\rho)|} \text{ diverges.}
\]

Proof By the previous corollary, we see that if the above sum is absolutely convergent, then the sum over zeros is uniformly convergent and hence continuous. This implies \( M(t) \) is continuous. However, \( M(t) \) has discontinuities at the squarefree numbers. \( \square \)

Corollary 7.3.4 Assume RH and the Gonek-Hejhal type bound
\[
\sum_{T \leq \gamma \leq 2T} \frac{1}{|\rho \zeta'(\rho)|^2} \ll \frac{1}{T}.
\]

(which is equivalent to \( J_{-1}(T) \ll T \)). For \( x \geq 2, T \geq 2 \)
\[
M(x) = \sum_{\gamma \leq T} \frac{x^\rho}{\rho \zeta'(\rho)} + E(x, T)
\]
where
\[
E(x, T) \ll \frac{x \log x}{T} + \frac{x}{T^{1+\epsilon}} \log x + \left( \frac{x \log T}{T} \right)^\frac{1}{2} + 1.
\]

Proof Let \( T \geq 2 \) lie between arbitrary non-negative integers \( \nu, \nu + 1 \). There exists \( T_\nu \) in this interval such that
\[
M(x) = \sum_{\gamma \leq T_\nu} \frac{x^\rho}{\rho \zeta'(\rho)} + O \left( \frac{x \log x}{T_\nu} + \frac{x}{T_\nu^{1+\epsilon}} \log x + 1 \right).
\]
Now suppose without loss of generality that \( \nu \leq T_\nu \leq T \leq \nu + 1 \). Then we have,
\[
M(x) = \sum_{\gamma \leq T} \frac{x^\rho}{\rho \zeta'(\rho)} - \sum_{T_\nu \leq \gamma \leq T} \frac{x^\rho}{\rho \zeta'(\rho)} + O \left( \frac{x \log x}{T} + \frac{x}{T^{1+\epsilon}} \log x + \frac{1}{x^2} \right).
\]
However, by Cauchy-Schwarz we can bound the second sum

\[
\left| \sum_{\nu \leq \gamma \leq T} \frac{x^\nu}{\rho \zeta' (\rho)} \right| \leq x^{\frac{1}{2}} \sum_{\nu \leq \gamma \leq T} \frac{1}{|\rho \zeta' (\rho)|} \leq x^{\frac{1}{2}} \left( \sum_{\nu \leq \gamma \leq T} \frac{1}{|\rho \zeta' (\rho)|^2} \right)^{\frac{1}{2}} \left( \sum_{\nu \leq \gamma \leq T} 1 \right)^{\frac{1}{2}} = \left( \frac{x \log T}{T} \right)^{\frac{1}{2}}.
\]

(7.11)

\[\square\]

We will now apply the explicit formula to obtain results concerning \( M(x) \). In fact, it can be shown that RH and the Gonek-Hejhal conjecture implies the weak Mertens conjecture. The proof is similar to Cramér’s analysis of the integral \( \int_2^X \left( \frac{\psi(x) - x}{x} \right)^2 \, dx \).

**Lemma 7.3.5** Let

\[ S(t) = \sum_{\nu} c(\nu) e^{2\pi i \nu t} \]

be an absolutely convergent exponential sum. Here the frequencies \( \nu \) run over an arbitrary sequence of real numbers and the coefficients are complex. Let \( \delta = \theta T \), with \( 0 < \theta < 1 \). Then

\[ \int_{-T}^{T} |S(t)|^2 \, dt \ll T \left( \delta^{-1} \sum_{x \leq \nu \leq x+\delta} c(\nu) \right)^2 \]


**Lemma 7.3.6** (i) Assume the following localized version of the Gonek-Hejhal conjecture

\[ \sum_{T \leq \gamma \leq T+1} \frac{1}{|\rho \zeta' (\rho)|} \ll \frac{(\log T)^{\frac{1}{4}}}{T}. \]

Then we have the bound

\[ \int_{X}^{eX} \left| \sum_{T \leq |\gamma| \leq X} \frac{x^\gamma}{\rho \zeta' (\rho)} \right|^2 \, dx \ll \frac{(\log T)^{\frac{1}{2}}}{T} \]

for \( T \leq X \).

(ii) Assume the Gonek-Hejhal conjecture, \( J_{-1} (T) \ll T \). Then

\[ \int_{X}^{eX} \left| \sum_{T \leq |\gamma| \leq X} \frac{x^\gamma}{\rho \zeta' (\rho)} \right|^2 \, dx \ll \frac{(\log T)}{T^2} \]

for \( T \leq X \).
for $T \leq X$.

If we assumed $J_{-\frac{1}{2}}(T) \ll T(\log T)^{\frac{3}{4}},$ the above bound could be replaced by $\frac{(\log T)^{\frac{3}{2}}}{T^{\frac{1}{4}}}.$

**Proof** Making the substitution $x = e^{y}$ in the above integral and squaring we obtain

$$
\int_{\log X}^{\log X + 1} \left| \sum_{T \leq |\gamma| \leq X} \frac{e^{i\gamma y}}{\rho \zeta' (\rho)} \right|^2 dy \leq 4 \int_{\log X}^{\log X + 1} \left| \sum_{T \leq |\gamma| \leq X} \frac{e^{i\gamma y}}{\rho \zeta' (\rho)} \right|^2 dy
$$

$$
= 4 \int_{\frac{1}{2}}^{\frac{1}{2}} \left| \sum_{T \leq |\gamma| \leq X} \frac{e^{i\gamma y}}{\rho \zeta' (\rho)} \right|^2 dy.
$$

(7.12)

The final equality comes from replacing $y$ by $y - \log X - \frac{1}{2}.$ Applying Gallagher’s lemma with $T = \frac{1}{2}$ and $\theta = \frac{1}{2}$ shows that the preceding integral is bounded by

$$
\int_{T - 1}^{X} \left( \sum_{1 \leq \gamma \leq t + 1} \frac{1}{|\rho \zeta' (\rho)|} \right)^2 dt \ll \int_{T - 1}^{X} \frac{(\log t)^{\frac{1}{2}}}{t^2} dt \ll \frac{(\log T)^{\frac{1}{2}}}{T}
$$

(7.13)

which establishes the claim. We will now prove the weaker bound

$$
\int_{X}^{e^{X}} \left| \sum_{T \leq |\gamma| \leq X} \frac{x^\rho}{\rho \zeta' (\rho)} \right|^2 \frac{dx}{x^2} \ll \frac{(\log T)}{T^{\frac{3}{4}}}
$$

for $T \leq X$. Making the substitution $x = e^{y}$ in the above integral and squaring we obtain

$$
\int_{\log X}^{\log X + 1} \left| \sum_{T \leq |\gamma| \leq X} \frac{e^{i\gamma y}}{\rho \zeta' (\rho)} \right|^2 dy \leq 4 \int_{\log X}^{\log X + 1} \left| \sum_{T \leq |\gamma| \leq X} \frac{e^{i\gamma y}}{\rho \zeta' (\rho)} \right|^2 dy
$$

$$
= 4 \sum_{T \leq |\gamma| \leq X} \sum_{T \leq |\gamma| \leq X} \frac{1}{\rho \zeta' (\rho) \rho' \zeta' (\rho')} \int_{\log X}^{\log X + 1} e^{i(\gamma - \lambda) y} dy.
$$

(7.14)

Note that $\rho$ and $\rho'$ denote zeros of the form $\rho = \frac{1}{2} + i\gamma$ and $\rho' = \frac{1}{2} + i\lambda.$ In addition, observe that

$$
\int_{\log X}^{\log X + 1} e^{i(\gamma - \lambda) y} dy \ll \min \left( 1, \frac{1}{|\gamma - \lambda|} \right).
$$

Now let $\eta = 1$. Divide the above sum into two pieces $\Sigma_1$ and $\Sigma_2$. Let $\Sigma_1$ consist of those terms for which $|\gamma - \lambda| \leq \eta$ and $\Sigma_2$ consist of those terms for which $|\gamma - \lambda| > \eta$. 
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Observe that the summands in $\Sigma_1$ satisfy $\min(1, \frac{1}{\gamma - \lambda}) = 1$ and the summands in $\Sigma_2$ satisfy $\min(1, \frac{1}{\gamma - \lambda}) = \frac{1}{\gamma - \lambda}$. We will now bound each of these sums.

$$\Sigma_1 \ll \sum_{T \leq \gamma \leq X} \frac{1}{|\rho \zeta'(\rho)|} \sum_{\gamma - \eta \leq \lambda \leq \gamma + \eta} \frac{1}{|\rho' \zeta'(\rho')|}.$$

Consider the inner sum

$$\sum_{\gamma - \eta \leq \lambda \leq \gamma + \eta} \frac{1}{|\rho' \zeta'(\rho')|} \leq \left( \sum_{\gamma - \eta \leq \lambda \leq \gamma + \eta} \frac{1}{|\rho' \zeta'(\rho')|^2} \right)^{\frac{1}{2}} \left( N(\gamma + \eta) - N(\gamma - \eta) \right)^{\frac{1}{2}} \ll \left( \frac{\log \gamma}{\gamma} \right)^{\frac{1}{2}}.$$

Thus, we find that

$$\Sigma_1 \ll \sum_{T \leq \gamma} \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^2 |\zeta'(\rho)|} \ll \frac{\log T}{T^\frac{1}{2}} \quad (7.15)$$

by Lemma 7.2.5 (e). Now consider the second sum. We have

$$\Sigma_2 = \sum_{T \leq \gamma \leq X} \frac{1}{|\rho \zeta'(\rho)||\rho' \zeta'(\rho')||\gamma - \lambda|} \sum_{T \leq \lambda \leq X, |\gamma - \lambda| \geq \eta} \frac{1}{|\rho' \zeta'(\rho')||\gamma - \lambda|} \quad (7.16)$$

We will analyze the inner sum and apply the same technique originally used by Cramér [8]. Denote this inner sum as $S(\gamma)$ where $T \leq \gamma \leq X$. Consider the set of numbers, $\gamma^c, \gamma - \gamma^c$, and $\gamma - \eta$. Either $T \leq \gamma^c, \gamma^c \leq T \leq \gamma - \gamma^c$, or $\gamma - \gamma^c \leq T \leq \gamma - \eta$. Suppose the first case is true. i.e. $T \leq \gamma^c$. Then we can write the inner sum $S(\gamma)$ as six separate sums

$$S(\gamma) = \sum_{T \leq \lambda < \gamma^c} + \sum_{\gamma^c \leq \lambda < \gamma - \gamma^c} + \sum_{\gamma - \gamma^c \leq \lambda \leq \gamma - \eta}$$

$$+ \sum_{\gamma + \eta \leq \lambda < \gamma^c} + \sum_{\gamma^c \leq \lambda < \gamma + \eta} + \sum_{2 \gamma \leq \lambda < X} \frac{1}{|\rho' \zeta'(\rho')||\gamma - \lambda|} \quad (7.17)$$

where $0 < c < 1$ is some constant to be determined later. Denote each of these sums as $\sigma_i$ for $i = 1 \ldots 6$. Let’s now bound each of these appropriately. We have

$$\sigma_1 \leq \frac{1}{\gamma - \gamma^c} \sum_{T \leq \lambda < \gamma^c} \frac{1}{|\rho' \zeta'(\rho')|} \ll \frac{1}{\gamma} \left( \sum_{T \leq \lambda < \gamma^c} \frac{1}{|\rho' \zeta'(\rho')|^2} \right)^{\frac{1}{2}} \left( \sum_{T \leq \lambda < \gamma^c} 1 \right)^{\frac{1}{2}}$$

$$\ll \frac{1}{\gamma} \cdot 1 \cdot (\gamma^c \log \gamma)^{\frac{1}{2}} = \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^1 - \frac{1}{2}}, \quad (7.18)$$
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\[ \sigma_2 \leq \frac{1}{\gamma^c} \gamma^{\lambda-\gamma} \leq \frac{1}{\gamma^c} \left( \sum_{\gamma^{\lambda-\gamma}} \frac{1}{|\rho' \zeta'(\rho')|} \right)^{1/2} \left( \sum_{\gamma^{\lambda-\gamma}} 1 \right)^{1/2} \]
\[ \ll \frac{1}{\gamma^c} \left( \frac{1}{\gamma^c} \right)^{1/2} (\gamma \log \gamma)^{1/2} = \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} \]  

and
\[ \sigma_3 \leq \left( \sum_{\gamma^{\lambda-\gamma}} \frac{1}{|\rho' \zeta'(\rho')|} \right)^{1/2} \left( \sum_{\gamma^{\lambda-\gamma}} 1 \right)^{1/2} \ll \frac{1}{\gamma^c} (\gamma^c \log \gamma)^{1/2} = \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} \]

The fourth sum, \( \sigma_4 \), gives the same error term as the third sum. Lastly,
\[ \sigma_5 \ll \frac{1}{\gamma^c} \sum_{\gamma^{\lambda-\gamma}} \frac{1}{|\rho' \zeta'(\rho')|} \ll \frac{1}{\gamma^c} \left( \sum_{\gamma^{\lambda-\gamma}} \frac{1}{|\rho' \zeta'(\rho')|} \right)^{1/2} \left( \sum_{\gamma^{\lambda-\gamma}} 1 \right)^{1/2} \]
\[ \ll \frac{1}{\gamma^c} \left( \frac{\gamma \log \gamma}{\gamma} \right)^{1/2} = \frac{(\log \gamma)^{1/2}}{\gamma^c} \]  

and
\[ \sigma_6 \leq \sum_{k=1}^{\infty} \sum_{2k^2 \gamma \leq 2^{k+1} \gamma} \frac{1}{|\rho' \zeta'(\rho')| |\gamma - \lambda|} \]
\[ \ll \sum_{k=1}^{\infty} \frac{1}{2^{k-1} \gamma} \left( \sum_{2k^2 \gamma \leq 2^{k+1} \gamma} \frac{1}{|\rho' \zeta'(\rho')|} \right)^{1/2} \left( \sum_{2k^2 \gamma \leq 2^{k+1} \gamma} 1 \right)^{1/2} \]
\[ \ll \sum_{k=1}^{\infty} \frac{1}{2^{k-1} \gamma} \left( \frac{2^{k+1} \gamma \log(2^{k+1} \gamma)}{2^{k} \gamma} \right)^{1/2} \]
\[ \ll \sum_{k=1}^{\infty} \frac{\sqrt{k} + (\log \gamma)^{1/2}}{2^{k-1} \gamma} \]
\[ \ll \frac{(\log \gamma)^{1/2}}{\gamma} \]  

Putting together these bounds leads to
\[ S(\gamma) \ll \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} + \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} + \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} + \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} + \frac{(\log \gamma)^{1/2}}{\gamma^{1/2 - \frac{1}{2}}} \].
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The best choice is $c = \frac{1}{2}$ and this gives us

$$S(\gamma) \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^{\frac{1}{4}}}.$$ 

The assumption $J_{-1}(T) \ll T$ implies by Cauchy-Schwarz that $J_{-1/2}(T) \ll T (\log T)^{\frac{1}{2}}$. Applying Lemma 7.2.5 (e) yields the bound

$$\Sigma_2 \ll \sum_{\gamma > T} \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^{\frac{1}{4}}|\zeta'(\rho)|} \ll \frac{\log T}{T^{\frac{1}{4}}}$$

and the lemma is proved.

Comment The only reason part (i) of the lemma is included is to deduce the true size of the sum in question. We observe that we are off by a factor of $T^{\frac{3}{4}}$ in the denominator. It is not apparent whether part (ii) gives the optimal bound under the assumption $J_{-1}(T) \ll T$. This needs to be investigated further.

Theorem 7.3.7

RH and $\sum_{\gamma \leq T} \frac{1}{|\rho'\zeta'(\rho)|} \ll (\log T)^{\frac{3}{2}}$ implies

(i) $M(x) \ll x^{\frac{1}{2}} (\log \log x)^{\frac{3}{2}}$

except on a set of finite logarithmic measure.

(ii) RH and $J_{-1}(T) \ll T$ implies

$$\int_2^X \frac{M(x)^2}{x} \, dx \ll X.$$  

(iii) RH and $J_{-1}(T) \ll T$ implies

$$\int_2^X \left( \frac{M(x)}{x} \right)^2 \, dx \ll \log X.$$  

Proof (i) The starting point is to consider the explicit formula. We have

$$M(x) = - \sum_{|\gamma| \leq x} \frac{x^\rho}{\rho' \zeta(\rho)} + O(X^\epsilon)$$

valid for $X \leq x \ll X$. From the preceding lemma we have for $T^4 \leq X$

$$\int_X^{eX} \left| \sum_{T^4 \leq |\gamma| \leq X} \frac{x^\rho}{\rho' \zeta(\rho)} \right|^2 \frac{dx}{x^2} \ll \frac{(\log T)^2}{T}. \quad (7.22)$$
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Now consider the set

\[ S = \{ x \geq 2 \mid \sum_{T^4 \leq \gamma \leq X} \left| \frac{x^\rho}{\rho \zeta'(\rho)} \right| \geq x^{\frac{1}{2}} (\log \log x)^{\frac{3}{2}} \} . \]

Then it follows that

\[ (\log \log X)^3 \int_{S \cap [X, eX]} \frac{dx}{x} \leq \int_X^{eX} \left( \sum_{T^4 \leq \gamma \leq X} \frac{x^\rho}{\rho \zeta'(\rho)} \right)^2 \frac{dx}{x^2} \ll \frac{\log T}{T} \]

and thus

\[ \int_{S \cap [X, eX]} \frac{dx}{x} \ll \frac{(\log T)^3}{T (\log \log X)^3} = \frac{1}{T (\log T)^2} \]

for \( T = \log X \). Choosing \( X = e^T \) with \( T = 2, 3, \ldots \) it follows that \( S \) has finite logarithmic measure. Assuming the Gonek-Hejhal type bound we notice that

\[ \sum_{0 \leq \gamma \leq T^4} \frac{x^\rho}{\rho \zeta'(\rho)} \ll X^{\frac{1}{2}} \sum_{0 \leq \gamma \leq T^4} \frac{1}{|\rho \zeta'(\rho)|} \ll X^{\frac{1}{2}} (\log T)^{\frac{3}{2}} \ll X^{\frac{1}{2}} (\log \log X)^{\frac{3}{4}} \]

for \( X \leq x \leq eX \). Hence,

\[ M(x) = - \sum_{T^4 \leq \gamma \leq X} \frac{x^\rho}{\rho \zeta'(\rho)} + O \left( X^{\frac{1}{2}} (\log \log X)^{\frac{5}{4}} \right) \]

for \( X \leq x \leq eX \) and \( T = \log X \). Define the set

\[ S' = \{ x \geq 2 \mid |M(x)| \geq cx^{\frac{1}{2}} (\log \log x)^{\frac{3}{2}} \} . \]

where \( c \) is any constant greater than one. Suppose \( x \in S' \cap [X, eX] \). Then

\[ \left| \sum_{T^4 \leq \gamma \leq X} \frac{x^\rho}{\rho \zeta'(\rho)} \right| \geq |M(x)| - O \left( X^{\frac{1}{2}} (\log \log X)^{\frac{5}{4}} \right) \geq cx^{\frac{1}{2}} (\log \log x)^{\frac{3}{2}} - O \left( X^{\frac{1}{2}} (\log \log X)^{\frac{5}{4}} \right) \geq x^{\frac{1}{2}} (\log \log x)^{\frac{3}{4}} \]

for \( x \in [X, eX] \) as long as \( X \) is sufficiently large. Thus \( S' \cap [X, eX] \subset S \cap [X, eX] \) for \( X \) sufficiently large and it follows that \( S' \) has finite logarithmic measure.

(ii) Setting \( T = \frac{3}{2} \) in the above integral \( \{7.22\} \) and applying the formula for \( M(x) \) yields

\[ \int_X^{eX} \left( \frac{M(x)}{x} \right)^2 \frac{dx}{x} \ll 1 \]
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which in turn implies
$$\int_X^{eX} \frac{M(x)^2}{x} \ dx \ll X.$$ 
Substituting the values \(\frac{X}{e^i}, \frac{X}{e^2}, \ldots\) and adding yields the required bound.

\((iii)\) As noted above,
$$\int_X^{eX} \left( \frac{M(x)}{x} \right)^2 \ dx \ll 1.$$ 
Substituting the values \(\frac{X}{e^i}, \frac{X}{e^2}, \ldots, \frac{X}{e^j}\), and summing shows
$$\int_X^{X/e^j} \left( \frac{M(x)}{x} \right)^2 \ dx \ll j.$$ 
Choose \(j\) to be the least integer such that \(\frac{X}{e^j} < 2\). This condition implies
$$\log(X/2) < j \leq \log(X/2) + 1$$
and thus we obtain
$$\int_X^{X/e} \left( \frac{M(x)}{x} \right)^2 \ dx \ll \log X.$$ 

\(\square\)

### 7.4 Existence of a limiting distribution

The goal of this section is to prove a limiting distribution for the function \(\phi(y) = e^{-\frac{y}{2}} M(e^y)\). If we assume RH and write non-trivial zeros as \(\rho = \frac{1}{2} + i\gamma\), then we obtain

$$x^{-\frac{1}{2}} M(x) = \sum_{\gamma \leq T} \frac{x^{i\gamma}}{\rho \zeta'(\rho)} + x^{-\frac{1}{2}} E(x, T).$$

Making the variable change \(x = e^y\), we have

$$\phi(y) = \sum_{|\gamma| \leq T} \frac{e^{i\gamma y}}{\rho \zeta'(\rho)} + \epsilon(T)(y)$$

where

$$\phi^{(T)}(y) = \sum_{|\gamma| \leq T} \frac{e^{i\gamma y}}{\rho \zeta'(\rho)} \text{ and } \epsilon^{(T)}(y) = \sum_{T \leq |\gamma| \leq e^y} \frac{e^{i\gamma y}}{\rho \zeta'(\rho)} + e^{-\frac{y}{2}} E(e^y, e^y).$$

The next lemma shows that the error term \(\epsilon^{(T)}(y)\) has small \(L_2\) norm.
Chapter 7. The Summatory Function of the Möbius Function

Lemma 7.4.1 Assume RH and \( J_{-1}(T) \ll T \). For \( T \geq 1 \) and \( Y \geq \log 2 \),

\[
\int_{\log 2}^{Y} |e^{(T)(y)}|^2 dy \ll Y \frac{(\log T)}{T^\frac{1}{4}}.
\]

Proof First we will consider the error term. Note that

\[
|e^{-\frac{y}{2}}E(y, e^T)|^2 \ll e^{-y} \left( \frac{y^2 e^{2y} + \frac{1}{y^2} e^{2y}}{(e^{2y})^{1-\epsilon} + e^{yY}} + 1 \right)
\]

\[
= \frac{y^2 e^y}{e^{2y}} + \frac{1}{y^2} e^y + \frac{Y}{e^Y} + \frac{1}{e^y}.
\]

Therefore,

\[
\int_{\log 2}^{Y} \log 2 |\epsilon(T)(y)|^2 dy = O(1)
\]

due to the last term. We have

\[
\int_{\log 2}^{Y} |e^{(T)(y)}|^2 dy \ll \int_{\log 2}^{Y} \left| \sum_{\substack{T \leq |\gamma| \leq e^Y \rho \zeta'(\rho)}} \frac{e^{i\gamma y}}{\rho \zeta'(\rho)} \right|^2 dy + O(1)
\]

\[
\leq 4 \int_{\log 2}^{Y} \left| \sum_{\substack{T \leq \gamma \leq e^Y \rho \zeta'(\rho)}} \frac{e^{i\gamma y}}{\rho \zeta'(\rho)} \right|^2 dy + O(1)
\]

\[
= 4 \sum_{T \leq \gamma \leq e^Y} \sum_{T \leq \lambda \leq e^Y} \int_{\log 2}^{Y} \frac{e^{i(\gamma - \lambda)y}}{\rho \zeta'(\rho) \zeta'(\rho')} dy + O(1).
\]

Note that \( \rho \) and \( \rho' \) denote zeros of the form \( \rho = \frac{1}{2} + i\gamma \) and \( \rho' = \frac{1}{2} + i\lambda \). In addition, observe that

\[
\int_{\log 2}^{Y} e^{i(\gamma - \lambda)y} dy = \begin{cases} 
Y - \log 2 & \text{if } \gamma = \lambda \\
\frac{\log 2 - \log T}{i(\gamma - \lambda)} & \text{otherwise}. 
\end{cases}
\]

It now follows that

\[
\int_{\log 2}^{Y} |e^{(T)(y)}|^2 dy \ll \sum_{T \leq \gamma \leq e^Y} \sum_{T \leq \lambda \leq e^Y} \frac{\min(Y, \frac{1}{|\gamma - \lambda|})}{|\rho \zeta'(\rho)||\rho' \zeta'(\rho')|} + O(1).
\]

Now let \( \eta = \frac{1}{Y} \). Divide the sum into two pieces \( \Sigma_1 \) and \( \Sigma_2 \). Let \( \Sigma_1 \) consist of those terms for which \( |\gamma - \lambda| \leq \eta \) and \( \Sigma_2 \) consist of those terms for which \( |\gamma - \lambda| > \eta \).
Consider the inner sum
\[ \sum_{\gamma - \eta \leq \lambda \leq \gamma + \eta} \frac{1}{|\rho'\zeta'(\rho')|}. \]

Denote this inner sum as \( \sigma \). By Lemma 7.4.6 one obtains
\[ \sigma \ll \frac{\log T}{T^{\frac{1}{2}}} \]
by Lemma 7.2.5(e). Now consider the second sum. We have
\[
\Sigma_2 = \sum_{T \leq \gamma \leq e^Y} \sum_{T \leq \lambda \leq e^Y, |\gamma - \lambda| \geq \eta} \frac{1}{|\rho\zeta'(\rho)||\rho'\zeta'(\rho')||\gamma - \lambda|}
= \sum_{T \leq \gamma \leq e^Y} \frac{1}{|\rho\zeta'(\rho)|} \sum_{T \leq \lambda \leq e^Y, |\gamma - \lambda| \geq \eta} \frac{1}{|\rho'\zeta'(\rho')||\gamma - \lambda|}.
\]

(7.26)

We will analyze the inner sum and apply the same technique originally used by Cramér [8]. Denote this inner sum as \( S(\gamma) \) where \( T \leq \gamma \leq e^Y \). Consider the set of numbers, \( \gamma^\frac{1}{2}, \gamma - \gamma^\frac{1}{2}, \) and \( \gamma - \eta \). Either \( T \leq \gamma^\frac{1}{2}, \gamma^\frac{1}{2} \leq T \leq \gamma - \gamma^\frac{1}{2}, \) or \( \gamma - \gamma^\frac{1}{2} \leq T \leq \gamma - \eta \). Suppose the first case is true. i.e. \( T \leq \gamma^\frac{1}{2} \). Then we can write the inner sum \( S(\gamma) \) as six separate sums
\[
S(\gamma) = \sum_{T \leq \lambda < \gamma^\frac{1}{2}} + \sum_{\gamma^\frac{1}{2} \leq \lambda < \gamma - \gamma^\frac{1}{2}} + \sum_{\gamma - \gamma^\frac{1}{2} \leq \lambda \leq \gamma - \eta} + \sum_{\gamma + \eta \leq \lambda < \gamma + \gamma^\frac{1}{2}} + \sum_{\gamma + \gamma^\frac{1}{2} \leq \lambda < 2\gamma} + \sum_{2\gamma \leq \lambda \leq e^Y} \frac{1}{|\rho'\zeta'(\rho')||\gamma - \lambda|}.
\]

(7.27)

Denote each of these sums as \( \sigma_i \) for \( i = 1, \ldots, 6 \). In a calculation virtually identical to Lemma 7.4.6 one obtains
\[
\sigma_1 \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^\frac{1}{2}}, \quad \sigma_2 \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^\frac{1}{2}}, \quad \sigma_3, \sigma_4 \ll \frac{Y (\log \gamma)^{\frac{1}{2}}}{\gamma^\frac{1}{2}},
\]
\[
\sigma_5 \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^\frac{1}{2}}, \quad \sigma_6 \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma}.
\]

(7.28)
Putting together these bounds leads to

\[ S(\gamma) \ll \frac{(\log \gamma)^{\frac{1}{2}}}{\gamma^{\frac{1}{4}}} + Y \frac{\log \gamma^{\frac{1}{2}}}{\gamma^{\frac{1}{4}}}, \]

Recall that we assumed that \( T \leq \gamma^{\frac{1}{2}} \). In the other two cases we get the same bound. The only difference is that there would be fewer sums. We immediately obtain

\[ \Sigma_2 \ll \sum_{T \leq \gamma} \frac{(\log |\rho|)^{\frac{1}{2}}}{|\rho|^{1+\frac{1}{4}}|\zeta'(\rho)|} + \sum_{T \leq \gamma} Y \frac{(\log |\rho|)^{\frac{1}{2}}}{|\rho|^{1+\frac{1}{4}}|\zeta'(\rho)|} \]

(7.29)

by applying Lemma 7.2.5 (e) again. The result of the lemma now follows.

**Lemma 7.4.2** For each \( T \) there is a probability measure \( \nu_T \) on \( \mathbb{R} \) such that

\[ \nu_T(f) := \int_{-\infty}^{\infty} f(x) \, d\nu_T(x) = \lim_{Y \to \infty} \frac{1}{Y} \int_{\log 2}^{Y} f(\phi(T)(y)) \, dy. \]

for all bounded Lipschitz continuous functions \( f \) on \( \mathbb{R} \).

**Proof** This is identical to Rubinstein-Sarnak [62] p. 180 and Lemma 5.1.3. This will only be sketched. Let \( N = N(T) \) denote the number of zeros of \( \zeta(s) \) to height \( T \). Label the imaginary ordinates of the zeros as \( \gamma_1, \ldots, \gamma_N \). Set \( b_l = -\frac{1}{(\frac{1}{2}+i\gamma_l)\zeta'(\frac{1}{2}+i\gamma_l)} \). We have

\[ \phi(T)(y) = 2\text{Re} \left( \sum_{l=1}^{N} b_l e^{\frac{iy\gamma_l}} \right). \]

Define the function \( g(\theta_1, \ldots, \theta_N) \) on the \( N \)-torus \( \mathbb{T}^N \) by

\[ g(\theta_1, \ldots, \theta_N) = f \left( 2\text{Re} \left( \sum_{l=1}^{N} b_l e^{2\pi i \theta_l} \right) \right). \]

Let \( A \) be the topological closure in \( \mathbb{T}^N \) of the one-parameter subgroup

\[ \Gamma(y) := \left\{ (\frac{\gamma_1 y}{2\pi}, \ldots, \frac{\gamma_N y}{2\pi}) \mid y \in \mathbb{R} \right\}. \]

As noted earlier,

\[ \lim_{Y \to \infty} \int_{\log 2}^{Y} f(\phi(T)(y)) \, dy = \int_{A} g(a) \, da \]

where \( a \) is Haar measure on \( A \) and the proof is complete. \( \square \)
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**Theorem 7.4.3** Assume RH and $J_{-1}(T) \ll T$. Then $\phi(y) = e^{-\frac{y}{2}} M(e^y) = e^{-\frac{y}{2}} \sum_{n \leq e^y} \mu(n)$ has a limiting distribution $\nu$ on $\mathbb{R}$, that is,

$$\lim_{Y \to \infty} \frac{1}{Y} \int_0^Y f(e^{-\frac{y}{2}} M(e^y)) \, dy = \int_{-\infty}^\infty f(x) \, d\nu(x)$$

for all Lipschitz bounded continuous functions $f$ on $\mathbb{R}$.

**Proof** Once again the proof is identical to Theorem 5.1.2. Let $f$ be Lipschitz bounded continuous that satisfies $|f(x) - f(y)| \leq c_f |x - y|$. Note that

$$\frac{1}{Y} \int_0^Y f(\phi(y)) \, dy = \frac{1}{Y} \int_0^Y f(\phi(T)(y)) \, dy + O\left( \frac{c_f}{\sqrt{Y}} \left( \int_0^Y |\phi(T)(y)|^2 \, dy \right)^{\frac{1}{2}} \right)$$

$$= \frac{1}{Y} \int_0^Y f(\phi(T)(y)) \, dy + O\left( \frac{c_f}{\sqrt{Y}} \cdot \sqrt{Y} \frac{(\log T)^{\frac{1}{2}}}{T^\frac{1}{8}} \right)$$

$$= \frac{1}{Y} \int_0^Y f(\phi(T)(y)) \, dy + O\left( \frac{c_f (\log T)^{\frac{1}{2}}}{T^\frac{1}{8}} \right).$$

(7.30)

Applying the preceding lemma, we deduce that the limit

$$\lim_{Y \to \infty} \frac{1}{Y} \int_0^Y f(\phi(y)) \, dy$$

exists. For more details see Theorem 5.1.2 where the argument is the same.

**Comment** Suppose the above theorem remains valid for indicator functions. Let $V$ be a fixed real number. We will take $f = f_V$ where

$$f_V(x) = \begin{cases} 1 & \text{if } x \geq V \\ 0 & \text{if } x < V \end{cases}.$$ 

The above formula becomes

$$\lim_{Y \to \infty} \frac{1}{Y} \text{meas}\{y \in [\log 2, Y] \mid M(e^y) \geq e^y V \} = \nu([V, \infty)).$$

As noted in Rubinstein-Sarnak, the above identity would be true if $\nu(x)$ is absolutely continuous. Under the assumption of LI this is the case.

**Theorem 7.4.4** Assume RH, $J_{-1}(T) \ll T$, and LI. Then the Fourier transform $\hat{\nu}(\xi) = \int_{-\infty}^{\infty} e^{-i\xi t} \, dv(t)$ exists and equals

$$\hat{\nu}(\xi) = \prod_{\gamma > 0} J_0 \left( \frac{2\xi}{\sqrt{\frac{1}{4} + \gamma^2} |\zeta'(\frac{1}{2} + i\gamma)|} \right).$$
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**Proof** This is same as the proof of Theorem 5.2.1 and Rubinstein-Sarnak [62] p. 184.

**Comment** In proving the existence of the limiting distribution associated to \( e^{-\frac{y}{2}}M(e^y) \) and the weak Mertens conjecture, we assumed RH and \( J_1(T) \ll T^\epsilon \). As explained earlier, there is considerable evidence to believe the latter conjecture. Consequently, in our initial attempts to prove the existence of the limiting distribution we just assumed the known conjectures about \( J_1(T) \). However, by examining the proofs more closely, it now appears that these two results would follow from two weaker conjectures. If we assumed

\[
J_1(T) \ll T^{\theta} ,
\sum_{\gamma>0} \frac{1}{|\rho \zeta'(\rho)|^\lambda} \text{ converges for } \lambda \geq \lambda(\theta)
\]  

(7.31)

where \( 1 < \theta < 2 \) and \( \lambda(\theta) > 1 \), we could prove the results of this chapter. It seems that there are values of \( \theta \) larger than one for which the proofs would remain valid. How large \( \theta \) can be taken is not presently obvious. This needs to be investigated further. Note that the simplicity of the zeros of the zeta function implies that \( J_1(T) \ll T^{2+\epsilon} \). Hence, the closer we can take \( \theta \) to two, the more likely we can reduce the hypotheses to RH and the simplicity of the zeros of the zeta function.

### 7.5 A heuristic lower bound for \( M(x) \)

The goal of this section is to study the true order of \( M(x) \). We will attempt to find the size of the tail of the probability measure \( \nu \) associated to \( \phi(y) = e^{-\frac{y}{2}}M(e^y) \). The only tool we have in studying tails of \( \nu \) are some probability type results due to Montgomery [48]. We will need to assume LI. Consider a random variable \( X \), defined on the infinite torus \( T^\infty \) by

\[
X(\theta) = \sum_{k=1}^{\infty} r_k \sin(2\pi \theta_k)
\]

where \( r_k \in \mathbb{R} \) for \( k \geq 1 \). We will also assume \( \sum_{k\geq1} r_k^2 < \infty \). By Komolgorov’s theorem, we have \( X \) converges almost everywhere. (If we had \( \sum_{k\geq1} r_k^2 = \infty \), \( X \) would diverge almost everywhere). This is a map \( X : T^\infty \to \mathbb{R} \). In addition, \( T^\infty \) has a canonical probability measure \( P \). Attached to the random variable \( X \) is the distribution function \( \mu_X \) defined by

\[
\mu_X(x) = P(X^{-1}(-\infty, x)).
\]

For these random variables, Montgomery [48] pp. 14-16 proved the following result.
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**Theorem 7.5.1** Let \( X(\theta) = \sum_{k=1}^{\infty} r_k \sin 2\pi \theta_k \) where \( \sum_{k=1}^{\infty} r_k^2 < \infty \). For any integer \( K \geq 1 \)

(a) \[ P \left( X(\theta) \geq 2 \sum_{k=1}^{K} r_k \right) \leq \exp \left( -\frac{3}{4} \left( \sum_{k=1}^{K} r_k \right)^2 \left( \sum_{k>K} r_k^2 \right)^{-1} \right) \]

(b) If \( r_k \searrow 0 \) then

\[ P \left( X(\theta) \geq \frac{1}{2} \sum_{k=1}^{K} r_k \right) \geq 2^{-40} \exp \left( -100 \left( \sum_{k=1}^{K} r_k \right)^2 \left( \sum_{k>K} r_k^2 \right)^{-1} \right) \]

(c) If \( \delta \) is so small that \( \sum_{r_k>\delta} (r_k - \delta) \geq V \), then

\[ P(X(\theta) \geq V) \geq \exp \left( -\frac{1}{2} \sum_{r_k>\delta} \log \left( \frac{\pi^2 r_k}{2\delta} \right) \right) \]

Montgomery proved the previous theorem in order to study the tails of the limiting distribution connected to \( \log \frac{\exp e^{y}}{e^{y/2}(\pi(e^y) - \text{Li}(e^y))} \).

Letting \( \mu \) denote this distribution, Montgomery [48] showed that

\[ \exp(-c_2 \sqrt{V} \exp \sqrt{2\pi V}) \leq \mu(B_V) \leq \exp(-c_1 \sqrt{V} \exp \sqrt{2\pi V}) \]

where \( B_V = [V, \infty) \) or \(( -\infty, -V] \) for \( V \) large. From these bounds, he conjectured

\[ \lim_{x \to \infty} \frac{\log x (\pi(x) - \text{Li}(x))}{\sqrt{x} \log \log \log x} = \pm \frac{1}{2\pi}. \]

We would like to apply the same type of reasoning to the distribution \( \nu \) attached to \( e^{-y/2} M(e^y) \). Observe that LI conjecture implies that the limiting distribution \( \nu = \nu_X \). Here we have denoted \( \nu_X \) to be the distribution function attached to the random variable

\[ X(\theta) = \sum_{\gamma>0} r_{\gamma} \sin(2\pi \theta_{\gamma}) \]

and \( r_{\gamma} = \frac{2}{|\rho(\gamma)|} \). Therefore, by assuming LI, we can study \( \nu \) via the random variable \( X \). Using the Lemma 7.2.5 and Montgomery’s Theorem 7.5.1 on sums of independent random variables we can estimate the tails of the limiting distribution \( \nu \). Set \( a(T) = \sum_{\gamma<T} r_{\gamma} \) and \( b(T) = \sum_{\gamma\geq T} r_{\gamma}^2 \). By lemma 7.2.5, the conjectured formulas for \( a(T) \) and \( b(T) \) are

\[ a(T) \sim A(\log T)^{\frac{1}{2}} \quad \text{and} \quad b(T) \sim \frac{12}{\pi^3 T}. \]
where $A = \frac{4\alpha}{\pi}$. We will now bound the tail of the limiting distribution $\nu$. Let $V$ be a large parameter. Choose $T$ such that $a(T^-) < V \leq a(T)$. Note that $T$ is the ordinate of a zero. Let $\epsilon$ be a small parameter. We have the chain of inequalities

$$(1 - \epsilon)A(\log T)^\frac{5}{4} \leq (1 - \frac{\epsilon}{2})a(T) < V \leq a(T) \leq (1 + \epsilon)A(\log T)^\frac{5}{4}.$$ 

Solving for $T$ this shows that this implies

$$e\left(\frac{1}{\pi^{1+\epsilon}V}\right)^\frac{5}{4} \leq T < e\left(\frac{1}{A(1 - \epsilon) V}\right)^\frac{5}{4}. \quad (7.32)$$

Likewise, let $\delta$ be a small parameter. We also have the inequalities

$$(1 - \delta)\frac{12}{\pi^3T} \leq b(T) \leq (1 + \delta)\frac{12}{\pi^3T}. \quad (7.33)$$

**An upper bound for the tail**

$$P\left(X(\theta) \geq \frac{2}{1 - \frac{\delta}{2}} V\right) \leq P\left(X(\theta) \geq 2a(T)\right) \leq \exp\left(-\frac{3}{4}a(T)^2 b(T)^{-1}\right) \leq \exp\left(-\frac{3\pi^3}{48(1 + \delta)} V^2 e\left(\frac{1}{\pi^{1+\epsilon}V}\right)^\frac{5}{4}\right).$$

This implies that

$$P(X(\theta) \geq V) \leq \exp\left(-c_1 V^2 e^{c_2 V^\frac{5}{4}}\right)$$

for some effective constants $c_1$ and $c_2$. Note that the above does not require asymptotics for $a(T)$ and $b(T)$. We only require the estimates $a(T) \asymp (\log T)^{\frac{5}{4}}$ and $b(T) \asymp \frac{1}{T}$.

**A lower bound for the tail**

This is a more delicate analysis than the upper bound of the tail. In the following analysis, we will denote a set of effectively computable constants as $A_1, A_2, \ldots, A_i$. At certain points, some of these constants may be replaced by a constant multiple of themselves. We will apply Theorem 7.5.1 (c). $V$ is considered fixed and large. We would like to choose $\delta$ small enough such that

$$\sum_{r_\gamma > \delta} (r_\gamma - \delta) \geq V. \quad (7.33)$$

Introduce the notation $S_\delta$ and $N_\delta$ such that

$$S_\delta = \{\gamma \mid r_\gamma > \delta\} \text{ and } N_\delta = \#S_\delta.$$

Note that RH implies $|\zeta'(\rho)| \leq A_1|\rho|^\epsilon$ where $A_1 = A_1(\epsilon)$. Thus,

$$\delta < \frac{2}{A_1|\rho|^{1+\epsilon}} \implies \delta < \frac{2}{|\rho\zeta'(\rho)|}.$$
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However,
\[ \delta < \frac{2}{A_1 |\rho|^{1+\epsilon}} \iff |\rho| \leq \left( \frac{2}{A_1 \delta} \right)^{\frac{1}{1+\epsilon}}. \]

Notice that $|\rho| \ll \gamma$. Hence,
\[ \text{if } \gamma \leq A_2 \left( \frac{1}{\delta} \right)^{\frac{1}{1+\epsilon}} \implies \delta < \frac{2}{|\rho\zeta'(\rho)|}. \]

We deduce from Riemann’s zero counting formula that there are at least
\[ N_1 = A_2 \left( \frac{1}{\delta} \right)^{\frac{1}{1+\epsilon}} \log \left( \frac{1}{\delta} \right) + O(\left( \frac{1}{\delta} \right)^{\frac{1}{1+\epsilon}}) \]
zeros in the set $S_\delta$. We will now find an upper bound for $N$. Gonek [27] has defined the number
\[ \Theta = \text{l.u.b.}\{\theta \mid \frac{1}{|\zeta'(\rho)|} \ll |\gamma|^{\theta}, \forall \rho\}. \]

We will assume $\Theta < 1$, however $J_{-1}(T) \ll T$ implies $\Theta \leq \frac{1}{2}$. Gonek has suggested that $\Theta = \frac{1}{3}$. Choose $\epsilon < 1 - \Theta$ and we will set $\kappa = 1 - \Theta - \epsilon > 0$. This implies that if $\gamma \in S_\delta$ then
\[ \delta < \frac{2}{|\rho\zeta'(\rho)|} \ll \frac{|\rho|^{\Theta+\epsilon}}{|\rho|} = \frac{1}{|\rho|^\kappa} \leq \frac{1}{|\gamma|^\kappa}. \]

We deduce that if $\gamma \in S_\delta$ then $\gamma \leq \frac{A_3}{\delta^{\frac{1}{\kappa}}}$. We conclude that
\[ A_2 \left( \frac{1}{\delta} \right)^{\frac{1}{1+\epsilon}} \log \left( \frac{1}{\delta} \right) + O(\left( \frac{1}{\delta} \right)^{\frac{1}{1+\epsilon}}) \leq N(\delta) \leq A_3 \left( \frac{1}{\delta} \right)^{\frac{1}{\kappa}} \log \left( \frac{1}{\delta} \right) + O(\left( \frac{1}{\delta} \right)^{\frac{1}{\kappa}}) \]
where the upper and lower bounds have been defined as $N_1$ and $N_2$. We are trying to determine a condition on $\delta$ so that we can satisfy the stated inequality (7.33). Note that
\[ \sum_{r_\gamma > \delta} (r_\gamma - \delta) \geq \sum_{\gamma \leq N_1} (r_\gamma - \delta). \]

Before evaluating the second sum, note that
\[ \delta N_1 = A_2 \delta^{1 - \frac{1}{1+\epsilon}} \log \left( \frac{1}{\delta} \right) + O(\delta^{1 - \frac{1}{1+\epsilon}}) \rightarrow 0 \text{ as } \delta \rightarrow 0. \]

We will choose $\delta$ as a function of $V$ and as $V \rightarrow \infty$ we have $\delta \rightarrow 0$. However,
\[ \sum_{\gamma \leq N_1} (r_\gamma - \delta) = 2 \sum_{\gamma \leq N_1} \frac{1}{|\rho\zeta'(\rho)|} - \delta \sum_{\gamma \leq N_1} 1 \]
\[ = A(\log N_1)^\frac{3}{2} + o \left( (\log N_1)^\frac{3}{2} \right) - \frac{\delta N_1}{2\pi} \log N_1 + O(\delta N_1) \]
\[ \geq A_4 (\log N_1)^\frac{3}{2} \]
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where $0 < A_4 < A$. The last inequality holds for $N_1$ sufficiently large. Thus we see that

$$A_4 (\log N_1)^{\frac{3}{2}} \geq V \iff N_1 \geq \exp\left(\frac{V}{A_4}\right).$$

Therefore, choosing $N_1 = \exp\left(\frac{V}{A_4}\right)$ implies that $\sum_{r_\gamma > \delta} (r_\gamma - \delta) \geq V$. We can apply the theorem to find a lower bound. Recall that

$$P(X(\theta) \geq V) \geq \frac{1}{2} \exp\left(-\frac{1}{2} \sum_{r_\gamma > \delta} \log \left(\frac{\pi^2 r_\gamma}{2\delta}\right)\right).$$

An upper bound of the sum will provide a lower bound for the tail. Note that $r_\gamma \sim |\rho| \rightarrow 0$ under the assumption that all zeros are simple. Assume $|\rho| \leq A_5$.

$$\sum_{r_\gamma > \delta} \log \left(\frac{\pi^2 r_\gamma}{2\delta}\right) \leq \sum_{\gamma \leq N_2} \log \left(\frac{\pi^2 r_\gamma}{2\delta}\right) \leq \sum_{\gamma \leq N_2} \log \left(\frac{\pi^2 A_5}{\delta}\right) = \log \left(\frac{\pi^2 A_5}{\delta}\right) \sum_{\gamma \leq N_2} 1 \ll \log \left(\frac{\pi^2 A_5}{\delta}\right) N_2 \log N_2.$$ (7.35)

By definition of $N_1$ and $N_2$ there exists a real number $t > 1$ such that $N_2 \ll N_1^t$ for $V$ sufficiently large. Thus,

$$N_2 \log N_2 \ll N_1^t \log N_1 \ll \exp(A_6 V^\frac{4}{5}) V^\frac{2}{5},$$

and we obtain

$$\sum_{r_\gamma > \delta} \log \left(\frac{\pi^2 r_\gamma}{2\delta}\right) \ll V^\frac{2}{5} \exp(A_6 V^\frac{4}{5}) V^\frac{2}{5} = V^\frac{2}{5} \exp(A_6 V^\frac{4}{5}).$$

We finally arrive at the lower bound

$$P(X(\theta) \geq V) \geq \frac{1}{2} \exp\left(-c_3 V^\frac{2}{5} \exp(c_4 V^\frac{4}{5})\right).$$

for certain effective constants $c_3$ and $c_4$.

### 7.5.1 A lower bound for $M(x)$

In the following section, we will use the iterated logarithm notation. Namely, $\log_1 x = \log x$ and for $k \geq 2$

$$\log_k x = \log(\log_{k-1} x).$$

(For example, $\log_2 x = \log \log x$ and $\log_3 x = \log \log \log x.$)
Let’s now consider the consequences of a lower bound of the form
\[
\exp \left( -c_3 V^N \exp(c_4 V^\frac{\theta}{4}) \right) \leq P \left( X(\theta) \geq V \right).
\]
where \( c_3, c_4, N > 0 \) are fixed constants. Recall that assuming LI, RH, and \( J_{-1}(T) \ll T \) we have,
\[
\lim_{Y \to \infty} \frac{1}{Y} \text{meas}\{ y \in [0, Y] \mid M(e^y) \geq e^{y/2}V \} = P \left( X(\theta) \geq V \right).
\]
Assume that the lower bound is sufficiently uniform in \( Y \). That is, for \( Y \) and \( V \) large,
\[
\exp \left( -c_3 V^N \exp(c_4 V^\frac{\theta}{4}) \right) \leq \frac{1}{Y} \text{meas}\{ y \in [0, Y] \mid M(e^y) \geq e^{y/2}V \}.
\]
Choose
\[
c_4 V^\frac{\theta}{4} = \theta (\log_2 Y) \iff V = \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y)^{\frac{5}{4}}
\]
where \( 0 < \theta < 1 \). Substituting these values shows that
\[
\exp \left( -c_3 V^N \exp(c_4 V^\frac{\theta}{4}) \right) \leq \frac{1}{Y} \text{meas}\{ y \in [0, Y] \mid M(e^y) \geq e^{y/2} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y)^{\frac{5}{4}} \}.
\]
However, notice that
\[
c_3 \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y)^{\frac{5}{4}} (\log Y)^\theta \leq \log Y + \log_3 Y
\]
is true for \( Y \) sufficiently large. Thus, we have
\[
\frac{1}{Y \log_2 Y} \leq \frac{1}{Y} \text{meas}\{ y \in [0, Y] \mid M(e^y) \geq e^{y/2} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y)^{\frac{5}{4}} \}
\]
is true for \( Y \geq Y_0 \). Assume \( Y_0 \) is an integer and we get
\[
\infty = \sum_{Y=Y_0}^\infty \frac{1}{Y \log_2 Y} \leq \sum_{Y=Y_0}^\infty \frac{1}{Y} \text{meas}\{ y \in [0, Y] \mid M(e^y) \geq e^{y/2} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y)^{\frac{5}{4}} \}.
\]
The divergence of the above sum implies there exists an infinite sequence of real numbers \( Y_m, m = 1, 2, \ldots \) such that \( Y_m \to \infty \) and
\[
\text{meas}\{ y \in [0, Y_m] \mid M(e^y) \geq e^{y/2} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}} \} > 0.
\]
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This, in turn, implies that there exists an increasing sequence of real numbers \( y_m \) such that \( y_m \to \infty \) and

\[
\frac{M(e^{y_m})}{e^{y_m}} \geq \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 y_m)^{\frac{5}{4}}.
\]

Suppose by way of contradiction, that the above inequality is false. That is, there exists a real number \( u_0 \) such that

\[
\frac{M(e^{y})}{e^{y}} < \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 y)^{\frac{5}{4}}
\]

for all \( y \geq u_0 \). Assume that the \( Y_m \) are chosen such that \( Y_m > u_0 \). Then we have that

\[
\text{meas}\{y \in [0, Y_m] \mid M(e^{y}) \geq e^{y} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}} \} = \text{meas}\{y \in [0, u_0] \mid M(e^{y}) \geq e^{y} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}} \} \quad (7.37)
\]

since if \( u_0 \leq y \leq Y_m \) then

\[
\frac{M(e^{y})}{e^{y}} \leq \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 y)^{\frac{5}{4}} \leq \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}}.
\]

Let

\[
C_0 = \max_{0 \leq y \leq u_0} \frac{M(e^{y})}{e^{y}}.
\]

Since \( Y_m \to \infty \) we can choose \( m_0 \) such that

\[
\left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}} > C_0
\]

\( m \geq m_0 \). However, if there exists a real number \( y \) satisfying \( 0 \leq y \leq u_0 \) with

\[
\frac{M(e^{y})}{e^{y}} \geq \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}}
\]

then we obtain

\[
C_0 \geq \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}}.
\]

This cannot happen for \( m \geq m_0 \). We now have shown that

\[
\text{meas}\{y \in [0, Y_m] \mid M(e^{y}) \geq e^{y} \left( \frac{\theta}{c_4} \right)^{\frac{5}{4}} (\log_2 Y_m)^{\frac{5}{4}} \} = 0
\]
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for all $m \geq m_0$ and we have a contradiction. Hence, our original assumption is false and we obtain

$$M(e^y) = \Omega_+ \left(e^{\frac{y}{2}} (\log_2 y)^{\frac{5}{4}} \right).$$

which is

$$M(x) = \Omega_+ \left(x^{\frac{1}{2}} (\log \log \log x)^{\frac{5}{4}} \right).$$

A similar argument would show the other inequality. This explains the conjecture

$$M(x) = \Omega_\pm \left(x^{\frac{1}{2}} (\log \log \log x)^{\frac{5}{4}} \right).$$

We now have seen that the true size of $M(x)$ depends on the sizes of $J_{-\frac{1}{2}}(T)$ and $J_{-1}(T)$. 
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Chapter 8

Conclusion

8.1 Chebyshev’s bias

It was shown in the Galois group setting that biases can occur either due to the behaviour of squares of primes (Chebyshev’s bias) or because of a zero at the center of the critical strip of any of the Artin $L$-functions. This is interesting since it gives meaning to the zero at the center of the strip. Of course, this does not hold as deep a meaning as the vanishing or non-vanishing of an elliptic curve $L$-function as described by the Birch and Swinnerton-Dyer conjecture. This should be viewed more as a curiosity or an amusement. What is particularly interesting is that classically one could have studied the reduction mod $p$ of the eighth degree polynomials with Galois group $H_8$. For example, Fröbenius could have looked at such a polynomial and not been able to give an adequate explanation of why $\sigma_p$ has a bias towards $C_1$ in certain examples. The reason is that the naive and natural guess would be that there is always a bias towards $C_2$ in those cases. The knowledge of the Artin $L$-functions is essential in describing the aforementioned bias.

8.2 The summatory function of the Möbius function

The key point of the results from the final chapter was to investigate the true order of the summatory function of the Möbius function. To some extent this was achieved, but at the cost of assuming certain deep conjectures regarding the zeros of the Riemann zeta function. It should be noted that in studying the order of $\pi(x) - \text{Li}(x)$ it is also necessary to at least assume RH in understanding the true order of this function. For the lower bound, there is Littlewood’s amazing result which only assumes RH. However, when RH is not assumed an even better bound is obtained. As for $M(x)$, no new information can be deduced without any knowledge of the sizes of $|\zeta'(\rho)|^{-1}$. In fact, it has been conjectured by Gonek that $|\zeta'(\rho)|^{-1} \ll |\rho|^{\frac{1}{2}+\epsilon}$. It should
be noted that even the assumption of this bound is rather crude and would not be sufficient in trying to prove the limiting distribution associated to \( x^{-\frac{1}{2}}M(x) \). As was shown, we needed to employ conjectured upper bounds of average values of the form 
\[
J_{-k}(T) = \sum_{\gamma < T} \frac{1}{|\zeta(\rho)|^{2k}}
\]
in order to show the existence of the limiting distribution. The other key result which can be proven very similarly is that Gonek’s conjecture and the Riemann Hypothesis imply the weak Merten’s conjecture. This appears not to have been known previously. The technique in proving the weak Merten’s conjecture leads to the result
\[
M(x) \ll x^{\frac{1}{2}}(\log \log x)^{\frac{3}{2}}
\]
extcept on a set of finite logarithmic measure. On the other hand, the study of the tails of the limiting distribution leads to the conjecture
\[
M(x) = \Omega_{\pm}(x^{\frac{1}{2}}(\log \log \log x)^{\frac{5}{4}}).
\]

8.3 Future investigations and open problems

In the course of writing this thesis the following problems and questions arose.

1. Develop a function field analogue of Chebyshev’s bias. Here is a typical example. Let \( K = \mathbb{F}_q(T) \) be a function field. Let \( f(T) \) be an irreducible polynomial over \( \mathbb{F}_q \). Consider the quadratic extension \( L = \mathbb{F}_q(T, \sqrt{f}) \). Note that \( \mathcal{O}_K = \mathbb{F}_q[T] \) and \( \mathcal{O}_L = \mathbb{F}_q[T, \sqrt{f}] \). Clearly, \( \text{Gal}(L/K) \) is the cyclic group of order two. We could form the prime counting functions
\[
\pi_1(x) = \sum_{\deg(p) \leq T, \sigma_p = 1, (p, f) = 1} 1 \quad \text{and} \quad \pi_2(x) = \sum_{\deg(p) \leq T, \sigma_p \neq 1, (p, f) = 1} 1.
\]
The obvious question is whether there are any biases in this situation. Furthermore, is there a limiting distribution associated to the function \( \pi_1(x) - \pi_2(x) \)? There are explicit formulas known in this case and have been derived by Murty and Scherk [54]. What is intriguing about this situation is that the associated \( L \)-function satisfies the Riemann Hypothesis with roots lying on a circle. Perhaps in this case unconditional proofs may be available. Furthermore, the fact that the zeta function has finitely many zeros suggest that perhaps the Fourier transform of the conjectured limiting distribution may be a finite product. This is rather appealing considering the great difficulties encountered in approximating the limiting distribution in the classical case. It should be pointed out that all of these comments are rather premature and perhaps there are no interesting phenomenon in this case.

2. Although the Rubinstein-Sarnak article gave new insight into prime number races, they discovered the surprising fact that prime number races for \( r > 3 \) tend not to be symmetric. More precisely, \( \delta(F_{q,a_1,a_2,\ldots,a_r}) \neq \frac{1}{r} \). Recently, Feierverger and Martin [20] developed a formula and computed some examples of \( r \)-way races for \( r \geq 3 \). They
also give an explanation of why some of these densities are either equal or unequal. However, this phenomenon is still not completely understood and is something of a mystery. An explanation of the behaviour of the $r$-way races remains an open problem.

3. Generalize the Chowla/folklore conjecture of the non-vanishing of Dirichlet $L$-functions to Artin $L$-functions. For example, is it true that an Artin $L$-function with root number not equal to minus one does not vanish at the center of the critical strip? If this is not true then find an example of an Artin $L$-function with root number equal to one and has a zero at $s = \frac{1}{2}$. In Murty and Murty [50] p. 37 they question what is the order of vanishing of an Artin $L$-function at $s = \frac{1}{2}$. If we set $L/K$ a normal extension and $\chi$ a character of the Galois group is it true that

$$\operatorname{ord}_{s=\frac{1}{2}} L(s, \chi) \ll \chi(1)$$

In fact, it is quite likely an averaged version of this conjecture can be proven assuming the Riemann Hypothesis and Artin’s Conjecture. The technique would require Weil’s explicit formula. Another related problem would be to prove non-vanishing results for certain families of Galois groups and their corresponding Artin $L$-functions. This would be analogous to Iwaniec and Sarnak’s result on the non-vanishing of at least one-third of the Dirichlet $L$-functions mod $q$ at $s = \frac{1}{2}$. For example, assume $L_q$ is a family of normal field extensions of $\mathbb{Q}$ parametrized by the prime numbers. Try to show some fraction of the corresponding Artin $L$-functions at $s = \frac{1}{2}$ do not have a zero there.

4. Prove non-vanishing results for families of $L$-functions attached to weight one modular forms. In the literature, there seems to be an absence of results in this case. The Iwaniec-Sarnak [37] paper only deals with weight greater or equal to two. Is it true that an $L$-function attached to weight one modular form does not vanish at $s = \frac{1}{2}$. One difficulty in studying weight one modular forms is that it is not known what the dimension of $S_1(q, \epsilon)$ is. Duke [17] has some upper bounds for the dimension of this space. However, his bounds are still far from the conjectured true size of the size. One may ask whether the $L$-functions attached to the newforms of dihedral, tetrahedral, octahedral, or icosahedral type vanish at $\frac{1}{2}$. Currently, some information about the dihedral case is known. Duke, Friedlander, and Iwaniec [18] considered imaginary quadratic fields $K = \mathbb{Q}(\sqrt{D})$ with class group $\mathcal{H}_K$. They proved the average value formulas

$$\frac{w}{h} \sum_{\chi \in \mathbb{H}_K} L_K(\frac{1}{2}, \chi) = \frac{1}{2} \log D + c + O \left( e^{-\pi \sqrt{D}} \right)$$

$$\frac{1}{h} \sum_{\chi \in \mathbb{H}_K} \left| L_K(\frac{1}{2}, \chi) \right|^2 = l_D \left( \frac{1}{2} \right) + O \left( L(1, \chi_D) \right)$$

where $l_D(\frac{1}{2}) \sim cL(1, \chi_D) \log D$ under the Riemann hypothesis. However, Littlewood has shown that under the Riemann hypothesis $L(1, \chi_D) \ll \log \log D$. Applying the
Cauchy-Schwarz inequality one obtains
\[ \#\{ \chi \in \hat{H}_K \mid L_K(\frac{1}{2}, \chi) \neq 0 \} \gg \frac{h}{\log D \log \log D} \]
assuming RH. Without assuming RH, the lower bound would be replaced by \( \frac{h}{(\log D)^2} \).
It would be interesting to find out if the introduction of mollifiers can make the above result into a positive density result.

5. Prove Gonek’s conjecture. This seems to be a daunting task. A proof of Gonek’s conjecture would establish the equivalence of the Riemann Hypothesis and the weak Mertens’s conjecture. Gonek proved the lower bound \( J_{-1}(T) \gg T \) under the assumption of the Riemann Hypothesis. In addition, if all zeros of the zeta function are assumed to be simple, then we have the trivial bound \( J_{-1}(T) \ll T^{2+\epsilon} \). Unfortunately, it is not yet known whether all zeros are simple. However, it is widely expected to be true. Conrey [9] has shown that more than \( \frac{2}{3} \) of the zeros are simple and lie on the line \( \sigma = \frac{1}{2} \). Assuming RH and the Generalized Lindelöf Hypothesis at least \( \frac{19}{27} \) of the zeros of \( \zeta(s) \) are simple. Moreover, if Montgomery’s pair correlation conjecture is true then density one of the zeros would be simple. Nevertheless, one may try to obtain better upper bounds than the trivial one still assuming RH and the simplicity of the zeros of the Riemann zeta function.

6. Using the same techniques as the final chapter one can show that the function
\[ \phi(y) = e^{-\frac{y}{2}} \sum_{n \leq e^y} \lambda(n) \]
has a limiting distribution under suitable hypotheses. Note that this is the function that appears in Pólya’s conjecture. The way to study this function is to make use of the Dirichlet series identity
\[ \frac{\zeta(2s)}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{\lambda(n)}{n^s}. \]
In order to study the true order of this function we would require some knowledge of the corresponding discrete moments
\[ K_{-1}(T) = \sum_{\gamma \leq T} \left| \frac{\zeta(2\rho)}{\zeta'(\rho)} \right|^2 \quad \text{and} \quad K_{-\frac{1}{2}}(T) = \sum_{\gamma \leq T} \left| \frac{\zeta(2\rho)}{\zeta'(\rho)} \right|. \]
Note that the only difference between these moments and the \( J_{-k}(T) \) that Gonek studied are the presence of the numbers \( |\zeta(2\rho)| \). Assuming RH, the numbers \( 2\rho \) lie on the line \( \text{Re}(s) = 1 \) and thus cannot be too large. Under the RH, there is Littlewood’s estimate (see [76] pp. 344-347)
\[ \frac{1}{\log \log t} \ll |\zeta(1 + it)| \ll \log \log t. \]
Consequently, the contribution of the numbers $|\zeta(2\rho)|$ cannot contribute significantly to the sum. The technique’s from Gonek’s MSRI talk [27] seem to indicate that

$$K_{-1}(T) = \sum_{\gamma \leq T} \left| \frac{\zeta(2\rho)}{\zeta'(\rho)} \right|^2 \sim \frac{T}{2\pi}.$$  

On the other hand, not much is known about the sum $K_{-\frac{1}{2}}(T)$. It would be interesting to see if any of Gonek’s ideas [26], [27] or the random matrix models of Hughes, Keating, and O’Connell [33] lead to any reasonable conjectures regarding $K_{-\frac{1}{2}}(T)$. Is it true that $K_{-\frac{1}{2}}(T) \approx J_{-\frac{1}{2}}(T)$? The true order of $K_{-\frac{1}{2}}(T)$ would reveal the true order of $\sum_{n \leq x} \lambda(n)$ using Montgomery’s [48] results on random variables.
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