Abstract

A new approach for online fault detection in Boolean reversible circuits is described. Previous work had described this approach for circuits generated by the basic ESOP-based logic synthesis, and in this work we extend the approach for any type of Toffoli networks. An online testable circuit is created by modifying an existing cascade of Toffoli gates in a simple process that involves changing the existing Toffoli gates as well as the addition of one line and $2p$ gates, where $p$ is the number of lines in the original circuit.

Keywords

reversible logic; online testability; Toffoli gates

I. INTRODUCTION

Reversible computation has been shown by Bennett [1] and Landauer [2] to be a necessary component in designing lower power circuits. Reversible computing recovers energy by conserving information when performing logic, storage, and communication operations using reversible transformations [3], and industry groups are acknowledging the necessity of moving to such a paradigm if we wish to continue advancements in this field [4]. Research on reversible computing is useful for various technologies such as quantum computing [5], low power CMOS design [6], optical computing [7], nanotechnology [8], and bioinformatics.

A key component in circuit design is that of testing. Testing can be performed offline, with the circuit no longer in operation, or online while normal operations take place. In this work we concentrate on the latter approach. We also focus on a particular type of reversible circuit, one that is built from Toffoli gates. Toffoli networks can be generated by a number of algorithms as described in Section II, following which our simple approach as described in Section IV can be followed to create an online testable reversible circuit. We note that at this point our approach is restricted to cascades of Boolean Toffoli gates; while multiple-valued versions of reversible gates exist, we are not currently considering them in our work.

II. BACKGROUND

A. Reversible Circuits

In general, a function is reversible if there is a one-to-one and on-to mapping from the inputs to the outputs (and vice versa) of the function. For example, the function $f(X) = x_1x_2$ is not reversible, as there are two inputs and only one output. In any reversible function it should be possible to reconstruct the input values from the given output values. The traditional inverter, or NOT gate, is reversible. In [9], Shende et al. provides the following definitions: a gate is reversible if the (Boolean) function it computes is bijective, and a well-formed reversible logic circuit is an acyclic combinational logic circuit in which all gates are reversible, and are interconnected without fanout.

Some popular reversible gates are the CNOT (sometimes referred to as Controlled-NOT) gate, which has the behaviour $(x, y) \rightarrow (x, x \oplus y)$; the Fredkin gate, which has the behaviour $(x, y, z) \rightarrow (x, z, y)$ iff $x = 1$; and the Toffoli gate, which has the behaviour $(x, y, z) \rightarrow (x, y, xy \oplus z)$. We focus further on Toffoli gates in the next section, as they are integral to this work.

B. Toffoli Gates

An $n$-bit generalized Toffoli gate is a reversible logic gate that has $n$ inputs and $n$ outputs and is described as $(x_1, x_2, \ldots, x_n) \rightarrow (x_1, x_2, \ldots, (x_1x_2 \cdots x_{n-1}) \oplus x_n)$. A NOT gate is a special case of a Toffoli gate where $n = 1$ and the CNOT gate is a special case in which $n = 2$. In general the first $n-1$ bits are known as controls, and the final ($n^{th}$) bit is the target. The CNOT gate and an $n$-bit Toffoli gate are shown in Figure 1(a) and Figure 1(b). A negative-control Toffoli gate has one or more negative controls; in that case, the target bit is toggled if all positive controls have the value 1 and the negative controls have the value 0. A 3-bit Toffoli gate with a single negative control in its first input is shown in Figure 1(c).
In this work we also make use of an ETG, or extended Toffoli gate. An ETG is a multi-target Toffoli gate proposed in [10]. For our proposed design, we need an \((n+1)\)-bit ETG with two target outputs \((o_n \text{ and } o_{n+1})\) as shown in Figure 1(d). This gate has the input vector \([k_1, k_2, \ldots, k_n, k_{n+1}]\) and the output vector \([o_1, o_2, \ldots, o_n, o_{n+1}]\), where \(o_j = k_j\) (for \(j = 1, 2, \ldots, n-1\)), \(o_n = k_1 k_2 \cdots k_{n-1} \oplus k_n\), and \(o_{n+1} = k_1 k_2 \cdots k_{n-1} \oplus k_n \oplus k_{n+1}\). The first \(n-1\) bits are controls and the last two bits are targets.
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Figure 1. (a) A CNOT gate, (b) an \(n\)-bit Toffoli gate, (c) a 3-bit negative-control Toffoli gate, and (d) an \((n+1)\)-bit ETG.

C. Reversible Logic Synthesis

There are a number of different techniques for synthesis of reversible logic circuits, including a transformation technique [11], the use of positive polarity Reed-Muller expressions (PPRM) [12], the use of exclusive-or sum-of-products (ESOP) [13], [14], and some decision diagram-based techniques [15]. For this work we require that the reversible circuit be modeled as a cascade of Toffoli gates, so we restrict ourselves in this section to describing two of the most popular techniques which result in this type of circuit.

One approach is to begin with an ESOP representation of the benchmark to be implemented. An ESOP is a sum-of-products format in which the traditional OR operator combining the products is replaced with an EXCLUSIVE-OR (EXOR) operator. Tools such as EXORCISM [16] can be used to generate an ESOP list for most benchmark formats. After a list of ESOP cubes is generated it is a simple process to replace each cube with a Toffoli gate. This approach was introduced in [13] and has been since improved upon in a number of works including [14], [17], [18].

Another approach was introduced in [11] as the transformation-based technique. This technique involves examination of a truth table of a reversible function, and identifying transformations that match the behaviour of reversible gates that can be applied to the truth table to bring the input patterns into agreement with the output patterns. The application of these transformations then can be translated into a cascade of gates; if the transformations are restricted to only those matching Toffoli gates, then the resulting cascade will similarly consist only of Toffoli gates.

D. Measures

Gate count is the simplest way to compare different reversible circuits. According to [19], gate count cannot provide an accurate measure if the gates used in circuits have different functionalities and/or sizes. The quantum cost is a good cost metric in this regard since it refers to the number of elementary (quantum) gates required to implement the circuit. The quantum cost of a reversible circuit can be calculated by adding the quantum costs of its gates. To calculate the quantum cost, we use the costs of gates given in [20]. For more information, please see [21].

In reversible circuits, some unwanted outputs are generated to maintain the reversibility property. These outputs are called garbage outputs. A good design has small number of garbage outputs. Since the previously reported approaches and our proposed approach use different types of gates, we compare the designs in terms of quantum cost and garbage outputs.

III. RELATED WORK

A number of different approaches to generating online testable reversible circuits exist in the literature including designs in [22], [23], [24], [25], [26]. We briefly describe each of these and discuss the limitations.

A design methodology for constructing online testable reversible circuits based on three reversible gates R1, R2 and R was proposed in [22] and [23]. Each gate is a \(4 \times 4\) gate, with the first gate R1 which is shown in Figure 2(a), used to realize NAND, OR, EXOR, and XNOR operations by setting different values on inputs. R1 has the parity output at \(q\). R2 which is shown in Figure 2(b), passes the inputs through to the outputs, with a parity output again being computed at \(s\), and in order to construct a testable block (TB), the gates R1 and R2 are cascaded by connecting the first three outputs of R1 to the first three inputs of R2 creating a TB with two parity outputs that can be compared to determine whether a fault
has occurred or not. Figure 2(c) shows the block diagram of a TB. The TBs are then used to realize the reversible circuit. Since each TB generates two parity outputs, a two-pair two-rail checker circuit is also required to test the parities of two TBs. This checker circuit is built using eight R gates, and a block diagram is shown in Figure 2(d). If a circuit contains more than two TBs, a cascade of checker circuits is required.
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Figure 2. (a) R1 gate, (b) R2 gate, (c) a testable block (TB), and (d) a two-pair two-rail checker circuit.

An online testable circuit for the function \( f = ab + \overline{c} \) is implemented in Figure 3. The first TB realizes \( \overline{ab} \) which is then fed along with input \( c \) to the second TB, producing the output \( f = \overline{abc} = \overline{ab} + \overline{c} \). The two parity outputs of each TB are connected to the checker circuit. By examining the outputs of checker circuit, the circuit detects a fault.

We have found that this method cannot detect all single faults. If a fault occurs between two TBs, the circuit cannot detect it. Note that TBs generate parities which are tested by checker circuits; thus it can only detect a fault in TBs. Occurrence of any fault outside the TBs is left undetected. For example, in the circuit given in Figure 3, if a fault occurs at the first input of the second TB, the circuit is unable to detect it. As a result, this approach can detect some single faults, more specifically faults that occur in TBs.
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Figure 3. Online testable circuit for \( f = ab + \overline{c} \), according to the design in [22] and [23].

An extension of the previously described method was proposed in [24], [25], which constructs an online testable circuit from a given circuit. This technique substitutes each gate in the given circuit by a testable block which generates two parities. To test the parities, an improved checker circuit was also proposed. However, the design flaw that we described in the previous approach also exists in this design. Thus it also fails to detect a fault between the connections of two blocks.

Another approach proposed in [26] uses a set of \( 4 \times 4 \) dual rail reversible gates for online fault detection. Each dual rail gate has two pairs of inputs, and two inputs of each pair are given in dual rail form, i.e. two inputs that are the complement of each other (either 01 or 10). If the outputs appear in dual rail form, then there is no error. However, a non-dual rail form (either 11 or 00) represents a single fault. These dual rail gates are cascaded to generate the testable circuit. A fault in the circuit propagates to the end of the circuit. Thus the fault is detected by checking the outputs of the circuit. As a result, no checker circuit is required to test the intermediate gates.

IV. OUR APPROACH

Our approach builds on the idea initially presented in [27]. We consider a reversible circuit consisting only of Toffoli gates; in order to make such a circuit online testable, we add some CNOT gates and a parity line \( L \) which is initialized with a 0. The procedure is given below.

Assume that the given circuit has \( p \) inputs and \( p \) outputs; thus the circuit has \( p \) lines. The procedure inserts CNOT gates from all lines to \( L \) at the beginning of the circuit. It then replaces every \( n \)-bit Toffoli gate by an \((n+1)\)-bit ETG. The connections of the first \( n \) bits of the ETG are kept the same as that of \( n \)-bit Toffoli gate. The last bit of the ETG is connected to \( L \). The NOT gates found on the lines are retained. If the number of NOT gates in the circuit is an odd number, an extra NOT gate is added at the end of line \( L \); otherwise, no extra NOT gate is added. Finally, CNOT gates are added at the end from all lines to \( L \).
This approach requires a total of $2p$ extra CNOT gates and at most one extra NOT gate to construct an online testable circuit. In the testable circuit, if a single fault occurs in any line (including $L$), the value of $L$ changes from 0 to 1. If no fault occurs, $L$ remains 0. Thus by checking a single bit $L$ at the end of the circuit, the fault is detected. Note that this procedure also works for any circuit consisting of inverted-control Toffoli gates.

The conversion procedure is described by an example. Consider a Toffoli circuit given in Figure 4(a) which has five lines ($I_1$, $I_2$, ..., $I_5$) and four Toffoli gates ($t_1$, $t_2$, $t_3$, and $t_4$). For constructing an online testable circuit, we add a parity line $L$ as well as replace $t_1$, $t_2$, $t_3$, and $t_4$ by ETGs $e_1$, $e_2$, $e_3$, and $e_4$. We also insert five CNOT gates $c_1 - c_5$ at the beginning and five CNOT gates $c_6 - c_{10}$ at the end of circuit. The resultant online testable circuit is shown in Figure 4(b).

![Figure 4. (a) A Toffoli circuit and (b) an online testable circuit.](image)

V. ANALYSIS

A fault in the target of an ETG certainly affects the gate as it changes the output of the target. However, a fault in control affects an ETG, only if it causes the target to have the faulty value. In other words, faults in control bits affect the gate if all fault-free control bits have the value 1, and all faulty control bits are either 1 or 0. A single fault in the control of an ETG can propagate to target lines if the fault affects the gate. Thus a fault can cause multiple faults. Note that a single fault on the parity line $L$ cannot propagate to other lines since controls of the CNOTs and ETGs are not connected to $L$ in the proposed design. Our proposed approach can detect any single-bit fault even though it causes several faults. The following example shows how a single fault on a line can propagate to several lines.

Consider a circuit consisting of two ETGs as shown in Figure 5. The lines $I_1$, $I_2$, $I_3$, and $L$ are initialized by 0, 0, 1, and 0, respectively. Assume a fault occurs on $I_1$ just before the first ETG; thus the value of $I_1$ changes to 1. For the faulty lines, values are given in the form [fault-free value/ faulty value]. The fault on $I_1$ affects the first ETG and propagates to $I_2$ and $L$ by the targets of this gate. As a result, two extra lines $I_2$ and $L$ become faulty. The second ETG causes $I_3$ to have the faulty value and fixes the value of $L$. Therefore, after the second ETG, lines $I_1$, $I_2$ and $I_3$ are faulty.

![Figure 5. Fault propagation in multiple lines.](image)

Lemma 1 proves that both targets of an ETG calculate the same function regardless of the occurrence of the fault. Lemma 2 proves that the proposed technique detects any single fault even if it propagates to other lines, causing multiple faults.

**Lemma 1:** Consider an $(n+1)$-bit ETG which maps the input vector $[k_1, k_2, ..., k_{n-1}, k_n, k_{n+1}]$ to the output vector $[o_1, o_2, ..., o_{n-1}, o_n, o_{n+1}]$, where $o_j = k_j$ (for $j = 1, 2, ..., n-1$), $o_n = f \oplus k_n$, $o_{n+1} = f \oplus k_{n+1}$, and $f = k_1k_2\cdot\cdot\cdot k_{n-1}$.

a) If faults occur in controls of the ETG and affect the gate, then both $o_n$ and $o_{n+1}$ compute $\overline{f}$; otherwise both outputs compute $f$.

b) If faults occur in targets of the ETG, then both $o_n$ and $o_{n+1}$ compute $f$.

c) If faults occur in targets and controls which affect the ETG, then both $o_n$ and $o_{n+1}$ compute $\overline{f}$; otherwise both outputs compute $f$.

**Proof:**

[Insert proof details here]
a) Consider faults in \( k_i, k_j, \ldots, k_l \) such that \( \{i, j, \ldots, l\} \subseteq \{1, 2, \ldots, n-1\} \). These faults affect the calculation of function \( f \) if the following two conditions hold.

i) \( k_m = 1, \forall m \in \{1, 2, \ldots, n-1\} - \{i, j, \ldots, l\} \), and

ii) \( k_i = k_j = \cdots = k_l = 0 \) or \( k_i = k_j = \cdots = k_l = 1 \).

If both conditions are true, then the fault has impact on \( o_n \) and \( o_{n+1} \) since both outputs compute \( f \). Thus \( o_n = \overline{f} \oplus k_n \) and \( o_{n+1} = \overline{f} \oplus k_{n+1} \). If at least one of the conditions is false, then the fault does not affect the calculation of \( f \). Thus according to the definition, \( o_n = f \oplus k_n \) and \( o_{n+1} = f \oplus k_{n+1} \).

Therefore, if the faults affect, then \( o_n \) and \( o_{n+1} \) computes \( \overline{f} \); otherwise these outputs compute \( f \).

b) We consider three cases, depending on whether one of the targets is faulty or both targets are faulty.

Case 1. Assume a fault occurs in \( k_n \). This fault does not propagate to \( o_{n+1} \) since \( o_{n+1} \) is independent of \( k_n \), thus \( o_{n+1} = f \oplus k_{n+1} \). However, due to the fault, \( o_n = f \oplus \overline{k}_n \).

Case 2. Assume a fault occurs in \( k_{n+1} \). The proof is similar to Case 1. We get \( o_n = f \oplus k_n \) and \( o_{n+1} = f \oplus \overline{k}_{n+1} \).

Case 3. Consider that faults occur in both \( k_n \) and \( k_{n+1} \). Due to these faults, \( o_n = f \oplus \overline{k}_n \) and \( o_{n+1} = f \oplus \overline{k}_{n+1} \).

Hence, for any of the cases, both \( o_n \) and \( o_{n+1} \) compute \( f \).

c) We consider two cases, depending on whether faults in controls affect the gate or not.

Case 1. First consider that faults in controls affect the gate. From (a), we can write \( o_n = \overline{f} \oplus k_n \) and \( o_{n+1} = \overline{f} \oplus \overline{k}_{n+1} \). Assume that faults also occur in both targets. According to (b), we can rewrite the outputs as follows: \( o_n = \overline{f} \oplus \overline{k}_n \) and \( o_{n+1} = \overline{f} \oplus \overline{k}_{n+1} \) Thus both outputs compute \( \overline{f} \). Similarly, we can reach the same conclusion if a fault occurs in any of the targets.

Case 2. Now consider that faults in controls have no effect on the gate. This proof is similar to (b).

Lemma 2: If any single fault occurs on any line, the circuit is able to detect it.

Proof: Consider an online testable circuit generated by the proposed technique which has \( N \) ETGs, \( p \) lines \((I_1, I_2, \ldots, I_p)\), and a parity line \( L \). Let \( G = \{g_1, g_2, \ldots, g_N\} \) be the set of ETGs used in the circuit. Let the initial values of lines \( I_1, I_2, \ldots, I_p \) be \( i_1, i_2, \ldots, i_p \). The line \( L \) is initialized with a 0. Given an \((n+1)\)-bit ETG \( g \in G \) and the input vector \([k_1, k_2, k_3, \ldots, k_{n+1}]\), the output vector is \([k_1, k_2, k_3, \ldots, k_{n+1}, f g \oplus k_n, f g \oplus k_{n+1}]\), where \( f g = k_1 k_2 \cdots k_{n-1} \), and \( n \) can be at most \( p \).

In order to prove this lemma, consider the following two cases.

Case 1. Assume that a single fault occurs on a line \( I_d \) (for \( d = 1, 2, \ldots, p \)) and propagates to multiple lines.

Let \( W = \{w_1, w_2, \ldots, w_q\} \subseteq G \) be the set of gates that are not affected by the faults.

Let \( X = \{x_1, x_2, \ldots, x_r\} \subseteq G \) be the set of gates such that faults occur only on controls and affect the gates.

Let \( Y = \{y_1, y_2, \ldots, y_s\} \subseteq G \) be the set of gates with faults only on targets.

Let \( Z = \{z_1, z_2, \ldots, z_t\} \subseteq G \) be the set of gates such that faults occur on targets and controls which affect the gates.

We have \( G = W \cup X \cup Y \cup Z \), and \( W, X, Y \) or \( Z \) can be empty. According to the definition of the ETG, two targets of a gate \( g \in G \) compute the same function \( f g \). Similarly, a gate \( w_j \in W \) computes \( f w_j \) (for \( j = 1, 2, \ldots, q \)). A gate \( x_1 \in X \) computes \( f x_2 \) (for \( l = 1, 2, \ldots, r \)) according to Lemma 1(a). A gate \( y_u \in Y \) computes \( f y_u \) (for \( u = 1, 2, \ldots, s \)) according to Lemma 1(b). A gate \( z_v \in Z \) computes \( f z_v \) (for \( v = 1, 2, \ldots, t \)) according to Lemma 1(c).

At the beginning of the circuit, all \( I_m \) (for \( m = 1, 2, \ldots, p \)) lines are EXORed to parity line \( L \). Thus the value of \( L \), just before the first gate in \( G \), is \( i_1 \oplus i_2 \oplus \ldots \oplus i_d \oplus \ldots \oplus i_p \). After the last gate in \( G \), the value of \( L \) becomes \( i_1 \oplus i_2 \oplus \ldots \oplus i_d \oplus \ldots \oplus i_p \oplus f w_1 \oplus f w_2 \oplus \ldots \oplus f w_q \oplus f x_1 \oplus f x_2 \oplus \ldots \oplus f x_r \oplus f y_1 \oplus f y_2 \oplus \ldots \oplus f y_s \oplus f z_1 \oplus f z_2 \oplus \ldots \oplus f z_t \).

At the end, when all \( I_m \) (for \( m = 1, 2, \ldots, p \)) lines are EXORed to \( L \) again, the faulty value of \( I_d \) (which is \( \overline{f} \)) propagates to \( L \) and hence \( L \) becomes \( i_1 \oplus i_2 \oplus \ldots \oplus i_d \oplus \ldots \oplus i_p \oplus f w_1 \oplus f w_2 \oplus \ldots \oplus f w_q \oplus f x_1 \oplus f x_2 \oplus \ldots \oplus f x_r \oplus f y_1 \oplus f y_2 \oplus \ldots \oplus f y_s \oplus f z_1 \oplus f z_2 \oplus \ldots \oplus f z_t \).

Let \( = i_1 \oplus i_2 \oplus i_3 \oplus i_4 \oplus i_5 \).

The ETG \( e_1 \) computes \( f_1 = i_1 \oplus i_2 \). Thus after this gate, the values of \( I_3 \) and \( L \) are \( i_3 \oplus f_1 \) and \( l \oplus f_1 \). Assume a fault occurs on \( I_2 \) between \( e_1 \) and \( e_2 \), which changes the value of \( I_2 \) from \( i_2 \) to \( i_2 \). This fault affects \( e_2 \); thus \( e_2 \) computes \( f_2 = i_2 \oplus i_3 \oplus i_4 \oplus i_5 \).
\begin{align*}
&i_1, \quad i_2, \quad i_3, \quad i_4, \quad i_5, \quad 0, \quad \bar{c}_1, \quad \bar{c}_2, \quad \bar{c}_3, \quad \bar{c}_4, \quad \bar{c}_5, \quad \bar{c}_6, \quad \bar{c}_7, \quad \bar{c}_8, \quad \bar{c}_9, \quad \bar{c}_{10}, \quad e_1, \quad e_2, \quad e_3, \quad e_4, \quad c_5, \quad \bar{i}_3, \quad \bar{i}_4, \quad \bar{i}_5, \quad \bar{i}_6, \quad \bar{i}_7, \quad \bar{i}_8, \quad \bar{i}_9, \quad \bar{i}_{10} \quad \text{connected to} \quad L, \quad \text{since} \quad f, \quad \text{the fault on} \quad L \quad \text{is 1, the circuit detects the fault.}
\end{align*}

Now consider the ETG \( e_3 \). One of the controls connected to \( I_2 \) and target connected to \( L \) are faulty. Let, \( i_4 = 0 \). Thus the fault on \( I_2 \) does not affect \( e_3 \) since other fault-free control bit, connected to \( I_4 \), has the value 0. The fault on \( L \) does not have any impact on calculating the function \( f_3 = \bar{i}_3 \bar{i}_4 = \bar{i}_2 \bar{i}_4 = 0 \). After this gate, the value of \( I_5 \) is \( i_5 \oplus f_3 \), and the value of \( L \) is \( l \oplus f_1 \oplus \bar{f}_2 \oplus f_3 \).

The ETG \( e_4 \) has the control on \( I_3 \) and targets on \( I_2 \) and \( L \), which are faulty. Assume that other fault-free control bit, connected to \( I_1 \), has the value 1. Thus the fault on \( I_3 \) affects \( e_4 \) in calculating \( f_4 \). As a result, \( e_4 \) computes \( f_4 = i_1(i_3 \oplus f_1 \oplus \bar{f}_2) \). After the operation of this gate, the value on \( I_2 \) is \( i_2 \oplus \bar{f}_4 \), and the value on \( L \) is \( l \oplus f_1 \oplus \bar{f}_2 \oplus f_3 \oplus \bar{f}_4 \).

At the end, when \( I_1, \quad I_2, \quad I_3, \quad I_4, \) and \( I_5 \) are EXORed to \( L \) again, the value of \( L \) becomes
\begin{align*}
l \oplus f_1 \oplus \bar{f}_2 \oplus f_3 \oplus \bar{f}_4 \oplus i_1 \oplus \bar{f}_2 \oplus f_4 \oplus i_3 \oplus f_1 \oplus \bar{f}_2 \oplus i_4 \oplus i_5 \oplus f_3 = l \oplus i_1 \oplus \bar{i}_2 \oplus i_3 \oplus i_4 \oplus i_5.
\end{align*}

Since \( L = 1 \), the circuit detects the fault.

Figure 6. Fault detection in testable circuit.

VI. EXPERIMENTAL RESULTS

We conducted our experiments for 20 benchmark circuits collected from [28]. Toffoli networks were generated using improved ESOP-based synthesis described in [29]. We then applied our approach to make the circuits online testable. In Table I, we compare the testable circuits generated by our approach to that of previously reported approaches [22], [23], [26], [24], [25] in terms of quantum cost and garbage outputs. Note that QC and GO columns in the table represent the quantum cost and the number of garbage outputs, respectively. Our approach shows significant results in reducing the quantum cost and garbage outputs for all circuits.

Table II summarizes the improvements achieved by our approach. Quantum costs are decreased by 74.72%, 78.68%, and 26.30% in average, compared to ([22], [23]), [26], and ([24], [25]), respectively. Reductions of garbage outputs range from 96.89% to 99.84% in average, compared to the previous approaches.

The percentages of overheads in quantum cost and garbage outputs for integrating the online testability feature are given in Table III. The quantum cost overhead for our approach is only 4.21% in average, compared to 312.28% for the approach in [22], [23], 388.67% for the approach in [26], and 41.40% for the approach in [24], [25]. It is interesting to note that our approach has absolutely no overhead in terms of garbage outputs since the testability feature does not produce any extra garbage. However, existing approaches produce extremely large number of garbage outputs; thus the average overheads are 63409.48%, 5163.03%, and 3113.74% for the approaches in ([22], [23]), [26], and ([24], [25]), respectively.

We have also noticed an average improvement of 48.80% in quantum cost results reported from the initial version [27] of this approach. It is worth noting that our initial work was restricted only to a particular type of ESOP-based approach; thus we generally cannot expect better results than the results that we obtained from our initial work. For our proposed approach, although we chose an improved ESOP-based synthesis [29] for experiments, it is possible to use any type of synthesis as long as the resulting reversible circuit contains only Toffoli gates including NOT and negative-control Toffoli gates. As a result, this approach is more flexible, and the results that we have shown in the “Our approach” column of Table I could possibly be even further optimized by choosing a more efficient reversible logic synthesis approach.

VII. CONCLUSION

In this paper we first discuss the limitations of previous approaches reported in [22], [23] and [24], [25]. We then present a technique that adds online testability to any reversible circuit built as cascade of Toffoli gates. There is no restriction on how the initial cascade is generated, just that the circuit be designed only from these gates. As indicated in Section II, there
are a number of approaches that can be used to generate such a circuit. Our technique consists of making small modifications to the existing gates, and then simply adding a number of gates and a parity line to the circuit. Thus the overhead in terms of quantum cost is very small, and in terms of garbage our overhead is 0. This is a startling result, as previous approaches in this area require a significant increase in both of these measures. Table III shows this very clearly. Previous work in [27] introduced an initial version of this approach which was limited to only reversible circuits generated by a particular synthesis approach. Not only have we extended the technique to any type of Toffoli gate cascade, but we have also found a significant improvement in the overhead. Future work will include investigations as to how this technique can be extended to multiple-valued reversible circuits and to reversible circuits that incorporate other types of gates.
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