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Abstract. The Erdős–Ko–Rado (EKR) theorem and its generalizations can

be viewed as classifications of maximum independent sets in appropriately

defined families of graphs, such as the Kneser graph K(n, k). In this paper,
we investigate the independence number of random spanning subraphs of two

other families of graphs whose maximum independent sets satisfy an EKR-type

characterization: the derangement graph on the set of permutations in Sym(n)
and the derangement graph on the setMn of perfect matchings in the complete

graph K2n. In both cases, we show there is a sharp threshold probability for the

event that the independence number of a random spanning subgraph is equal to
that of the original graph. As a useful tool to aid our computations, we obtain a

Friedgut–Kalai–Naor (FKN) type theorem on sparse boolean functions whose

domain is the vertex set of Mn. In particular, we show that boolean functions
whose Fourier transforms are highly concentrated on the first two irreducible

modules in the Sym(2n) module C[Mn], is close to being the characteristic

function of a union of maximum independent sets in the derangement graph
on perfect matchings.

1. Introduction

The Erdős–Ko–Rado (EKR) theorem [16] is a classical result in extremal set
theory which deals with intersecting families of uniform sets. Given a positive
integer n, we write [n] for the set {1, 2, . . . , n}, and for any set V , we let

(
V
k

)
denote

the set of k-subsets of V . A family F of k-subsets of [n] is said to be intersecting
if A ∩ B ̸= ∅ for all A,B ∈ F . For any x ∈ [n], the star centered at x, or simply a
star, is the intersecting family

Sx =

{
A ∈

(
[n]

k

)
: x ∈ A

}
.

The EKR theorem asserts that if n ≥ 2k and F ⊂
(
[n]
k

)
is intersecting, then

|F| ≤
(
n−1
k−1

)
and, moreover, that provided n > 2k, equality is achieved only when F

is a star. A collection of sets is canonically intersecting if the intersection of all of
the sets is nonempty. Since all of the k-sets in a star intersect in the same element,
a star is canonically intersecting. Even in more general settings, “star” is used to
indicate a maximal canonically intersecting set.

The EKR theorem can be reformulated as a result on independent sets in Kneser

graphs. The Kneser graph K(n, k) is a graph whose vertex set is
(
[n]
k

)
in which

A,B ∈
(
[n]
k

)
are adjacent if and only if A ∩ B = ∅. Observe that F ⊂

(
[n]
k

)
is

intersecting if and only if F is an independent set in K(n, k). Given a graph G, the
independence number is the size of the maximum independent set in G. This size
is denoted by α(G). For n ≥ 2k, the EKR theorem states that α(K(n, k)) =

(
n−1
k−1

)
;
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furthermore, when n > 2k, every maximum independent set in K(n, k) is a star.
The Hilton–Milner theorem [28] goes further and considers the largest independent
sets in K(n, k) that are not a subset of a star. Such a set can be no larger than(
n−1
k−1

)
−
(
n−k−1
k−1

)
+ 1; this shows that the stars are the largest intersecting sets by

a significant margin.
For any class of objects with a natural notion of intersection, one can ask for

the largest collection of sets that are pairwise intersecting. This leads to many
variations of the EKR theorem; we refer the reader to the book [24] for a survey
of such results. In this paper, we consider versions of the EKR theorem for two
types of objects: permutations and perfect matchings. For both of these objects a
corresponding EKR theorem is known, and in both cases the largest intersecting
collection is canonically intersecting (a star).

Two permutations σ, τ ∈ Sym(n) are said to be intersecting if σ(i) = τ(i), for
some i ∈ [n]. An intersecting set in Sym(n) is a subset S ⊂ Sym(n) of pairwise
intersecting permutations. Given any i, j ∈ [n], the set Ai→j := {σ ∈ Sym(n) :
σ(i) = j} is a maximal canonically intersecting set (star), and has size (n − 1)!.
We call Ai→j , the star centered at i → j. Inspired by the classical EKR theorem,
Deza and Frankl [20] asked for the size and structure of the largest intersecting
subsets in Sym(n). They proved that an intersecting set S has size at most (n−1)!
and conjectured that every maximum intersecting set is necessarily a star. This
conjecture was proved independently by Cameron and Ku [10] and by Larose and
Malvenuto [30], and later another proof was given by Godsil and Meagher [25].

Like the standard EKR theorem, this result can be translated into a characteri-
zation of maximum independent sets in a graph, called the derangement graph. A
derangement is a fixed-point-free permutation, and we use D(n) to denote the set of
all derangements in Sym(n). The derangement graph Γn of Sym(n), is the Cayley
graph Cay(Sym(n), D(n)). So the vertices of Γn are the elements of Sym(n) and two
permutations σ and τ are adjacent if στ−1 ∈ D(n). Observing that A ⊂ Sym(n)
is intersecting if and only if A is an independent set in Γn, the EKR theorem for
permutations is equivalent to the following result.

Theorem 1.1 (Cameron and Ku [10], Deza and Frankl [20], Larose and Mal-
venuto [30]). The independence number of Γn is (n − 1)! and every maximum in-
dependent set in Γn is a star.

Now we explain the EKR variant on perfect matchings. An n-perfect matching
is a perfect matching on the complete graph K2n on 2n vertices. As a perfect
matching is a set of edges, two n-perfect matchings are said to be intersecting if
they have a common edge. An intersecting set of perfect matchings is a set in
which the perfect matchings are pairwise intersecting. Again, we ask for the size
and structure of the largest sets of pairwise intersecting perfect matchings, and
there is an obvious candidate. Given an edge {a, b} of K2n, the set S{a,b} of all
perfect matchings containing {a, b} is an intersecting set of size

(2n− 3)!! = (2n− 3)(2n− 5) · · · 1 =
(2n− 2)!

2n−1(n− 1)!
.

The set S{a,b} is called the star centered at {a, b}, or simply a star. A star is also
known as a canonical intersecting set. The Erdős–Ko–Rado theorem for perfect
matchings [25] states that the stars are the unique largest intersecting sets of perfect
matchings.
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As in the previous cases, this theorem can rephrased as a question about the
maximum independent set in an appropriate graph. The perfect matching graph
Mn is the graph whose vertices are all the perfect matchings onK2n, with matchings
P and Q being adjacent if and only if P ∩Q = ∅. It is easy to observe that a family
of n-perfect matchings is intersecting if and only if it forms an independent set in
Mn. The set S{a,b} is an independent set in Mn of size (2n− 3)!!.

Theorem 1.2 (Godsil–Meagher [25]). Given any positive integer n, α(Mn) =
(2n− 3)!! and every maximum independent set in Mn is a star.

A relatively recent research direction in this field involved considering other
measures of how robust the standard EKR theorem is by considering the largest
intersecting sets of random subgraphs of K(n, k). There are two natural approaches
given by either deleting vertices or edges from the Kneser graph. Balogh, Bohman
and Mubayi [3] considered taking random induced subgraphs of the Kneser graph,
with each vertex included independently with probability p. They gave results
about values of p for which the maximum independent sets in random subgraphs
were subsets of a star; that is the vertices in these independent sets were all of the
retained vertices that corresponded to sets that contained a fixed point. Refine-
ments of this result for different ranges of k (in terms of n) are given by Hamm and
Khan [26, 27]; Gauy, Hàn, and Oliveira [23]; and Balogh, Das, Delcourt, Liu, and
Sharifzadeh [5].

The other approach is to delete edges of a Kneser graph at random to obtain
a random spanning subgraph. Given a graph G and a probability p ∈ [0, 1], let
Gp denote the random model for spanning subgraphs of G with each edge in-
cluded independently at random with probability p. In the case G is the Kneser
graph K(n, k), the random graph model Kp(n, k) was first considered by Bogolyub-
skĭı, Gusev, Pyadërkin, and Răıgorodskĭı [7, 8], who showed that α

(
K1/2(n, k)

)
=

α (K(n, k)) (1+o(1)). Bollobas, Narayanan and Răıgorodskĭı [9] investigated thresh-
old functions for the event α (Kp(n, k)) = α (K(n, k)), showing that for k = o(n1/3),
there is a threshold probability pc = pc(n, k) so that (i) if p >> pc, then with high
probability α (Kp(n, k)) = α (K(n, k)); and (ii) if p << pc, then with high proba-
bility α (Kp(n, k)) > α (K(n, k)). Their results were extended to a larger range of
k in terms of n by Balogh, Bollobàs, Narayanan [4], Devlin and Khan [11], Das and
Tran [37], culminating in the work of Balogh, Kruger, and Luo [6]—who extended
the range to k = (n− 1)/2. Note that in the case k = n/2, the graph K(2k, k) is a
perfect matching, so the event α (Kp(n, k)) = α (K(n, k)) is precisely the event in
which no edges were deleted. We summarize their results in the following result.

Theorem 1.3 ([4, 6, 9, 11, 37]). Let k = k(n) and set

pc(n, k) :=


3

4
if n = 2k + 1,

ln(n (n−1
k ))

(n−k−1
k−1 )

if n > 2k + 1.

Then, for any ε > 0 as n → ∞,

P
[
α(Kp(n, k)) =

(
n− 1

k − 1

)]
→

{
1 if p ≥ (1 + ε)pc(n, k),

0 if p ≤ (1− ε)pc(n, k).

Furthermore, when p ≥ (1 + ε)pc, then with high probability every maximum inde-
pendent set in Kp(n, k) is a star.
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We have seen that Theorem 1.1 and Theorem 1.2 are equivalent to determining
the maximum independent sets in Γn and Mn, respectively. In this paper, we
consider random analogues of these two graphs.

Our first results are analogous to Theorem 1.3, but in the context of Γn and Mn

rather than K(n, k). More precisely, we show that using natural random analogues
for each family of graphs, we are able to determine threshold probabilities. These
threshold probabilities have the property that if the probability used in the random
analogue exceeds the threshold, then with high probability the independence num-
ber of the random analogue will have the same independence number as the original
graph, and if the probability is below the threshold then with high probability the
random analogue will have a lower independence number than the original.

We begin with Γn. Given p ∈ [0, 1], by Γn,p, denote the random spanning
subgraph of Γn where edges are included independently with probability p. We
find threshold probabilities for the event α(Γn,p) = (n − 1)!, and thus prove a
random analogue of Theorem 1.1 just as Theorem 1.3 gives a random analogue of
the EKR theorem.

Theorem 1.4. Let dn be the number of derangements in Sym(n). Let

pc(n) :=
(n− 1) ln (n! n(n− 1))

dn
.

Then, for any ε > 0, as n → ∞,

P [α(Γn,p) = (n− 1)!] →

{
1 if p ≥ (1 + ε)pc(n),

0 if p ≤ (1− ε)pc(n).

Furthermore, when p ≥ (1 + ε)pc(n), with high probability, every maximum inde-
pendent set in Γn,p is a star.

Next we look at Mn. Given p ∈ [0, 1], by Mn,p, we denote the random spanning
subgraph of Mn where edges are included independently with probability p. We
find threshold probabilities for the event α(Mn,p) = (2n − 3)!!, giving a random
analogue of Theorem 1.2.

Theorem 1.5. Let ε > 0 be a fixed constant and dn be the degree of the perfect
matching graph Mn. Let

pc(n) :=
(2n− 2) ln(n(2n− 2)(2n− 1)!!)

dn
.

Then, for any ε > 0, as n → ∞,

P [α(Mn,p) = (2n− 3)!!] →

{
1 if p ≥ (1 + ε)pc(n),

0 if p ≤ (1− ε)pc(n).

Furthermore, when p ≥ (1 + ε)pc(n), with high probability, every maximum inde-
pendent set in Mn,p is a star.

Let G be a graph and p ∈ [0, 1] a probability. Let Gp denote the random
spanning subgraph of G where edges are included independently with probability
p. To compute the independence number of Gp, it is useful to obtain bounds on
edge densities of induced subgraphs in G. Given a subset S of vertices in G, by
E (S), we denote the number of edges in the subgraph of G induced by S; we also
say that S spans E (S) edges. The set S will only be independent in Gp if all the
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edges spanned by S are removed, so the probability of S being independent in Gp is

(1−p)E (S). In the case E (S) is “large”, the probability of S being independent in a
random subgraph is “low”. To prove our results, we require structural information
about sets of vertices that induce sparse graphs. Clearly, stars induce empty graphs
and are extremal in the sense of inducing sparse subgraphs.

Using a variant—Proposition 2.5—of the expander mixing lemma, we can use
the eigenvalues of a k-regular graph to produce a lower bound on the number of
edges spanned by a set of vertices in the graph.

Proposition 1.6. Let G be a k-regular graph on n vertices and let τ be the smallest
eigenvalue of G. For any subset of vertices S,

(1.1) E (S) ≥ |S|2

2n
(k − τ) +

|S|τ
2

.

There is a simple equivalence between sets of vertices in G, and boolean functions
on the vertices ofG via an indicator function; this is simply the function that returns
1 for vertices in S and 0 otherwise.

By Proposition 2.5, S satisfies (1.1) with equality if and only if its indicator
function 1S is a boolean function in the sum of the eigenspaces associated with k
and τ ; call this space UG . When G is either Γn or Mn, the space UG is linearly
spanned by indicator functions of stars (see Lemma 2.1 and Lemma 2.2). In other
words, in these cases, UG is a set of degree 1 polynomials in indicator functions of
stars. Such functions are known as degree 1 functions in the underlying association
scheme. The definition of boolean degree 1 functions has been extended to some
other classical association schemes [19].

Boolean degree 1 functions in association schemes are extremal in the sense that
the associated sets satisfy (1.1) with equality. It is of interest to find the structure of
almost-extremal sets, that is, sets whose indicator functions are “close” to satisfying
(1.1) with equality. By Proposition 2.5, indicator functions of almost-extremal sets
must be “close” (in euclidean distance) to UG.

When G is a hypercube, the classical Friedgut–Kalai–Naor (FKN) theorem [21]
shows that a boolean function which is “close” to UG, must be in fact close to a
degree 1 boolean function. The FKN theorem has been generalized to other discrete
domains: for example to graph products in [1], to the Kneser Graph [17], and to
Γn [14, 15, 18]. We extend the techniques of [14] to find an FKN result in the
domain of perfect matchings. We first state the main result of [14] which is an
FKN result for Γn. We use ∆ to denote the symmetric difference of two sets, and
round(c) for the integer closest to c (we use the convention of rounding up if two
integers are equally close, but this is not important to our results).

Theorem 1.7 (Ellis, Filmus, Friedgut [14, Theorem 1]). Let U be the linear span of
indicator functions of stars in Γn, and let A ⊆ Sym(n) be any set of size c(n− 1)!,
where c ≤ n

2 . There exist absolute constants C0 and ε0 such that whenever ε < ε0
the following is satisfied. If ∥1A − ProjU (1A)∥2 ≤ ε/n, then there is a set B that
is a union of round(c) stars in Γn, such that

|A∆B| ≤ C0c
2(ε1/2 + 1/n)(n− 1)!.

Moreover |c− round(c)| ≤ C0c
2
(√

ε+ 1
n

)
.

We obtain the following FKN type result in Mn.
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Theorem 1.8. Let U be the linear span of indicator functions of stars in Mn,
and let A ⊆ Mn be any set of size c(2n − 3)!!, where c ≤ 2n−1

2 . There exist
absolute constants C0 and ε0 such that whenever ε ≤ ε0 the following is satisfied.
If ∥1A − ProjU (1A)∥2 ≤ ε c

2n−1 , then there is a set B that is a union of round(c)
stars in Mn such that

|A∆B| ≤ C0c
2(2n− 3)!!

(√
ε+

1

2n− 1

)
.

Moreover |c− round(c)| ≤ C0c
2
(√

ε+ 1
2n−1

)
.

As an application of their main result (Theorem 1.7), the authors of [14] proved
some stability results on intersecting sets of permutations in Sym(n). We will prove
analogues of these results for independent sets in Mn. Our method of proof was
originally used in [14, §4] to prove a conjecture (c.f [14, Conjecture 2]) by Cameron
and Ku. The following result was originally proved in [31], using different methods.
One application of Theorem 1.8 is to provide an alternative proof.

Theorem 1.9. There exists δ such that for all n, if A is an independent set of size
at least (1− δ)(2n− 3)!! in Mn, then A is contained in a star of Mn.

2. Notation, Background, and Preliminary results.

In the following sections we will give the needed background and preliminary
results.

2.1. The graphs Γn and Mn. In this section, we define some notation and provide
some previously-known results on Γn and Mn. For any set V (typically this will
be the set of vertices of a graph) with S ⊂ V , the indicator function of S is the
length-|V | vector defined by

1S(v) :=

{
1 if v ∈ S,

0 otherwise.

For a simple graph G = (V,E) we denote the space of R-valued functions with
domain V by R[V ]. We use AG to denote the adjacency matrix of G, and for an
eigenvalue ω of AG, the corresponding eigenspace in R[V ] is denoted by Vω.

Consider the graph Γn. This is the normal Cayley graph Cay(Sym(n), D(n)).
The phrase “normal Cayley graph” has two very different meanings in the literature.
It is often used to mean that the regular subgroup is normal in the automorphism
group of the graph. However, when the adjacency matrix and eigenvalues of a
graph are being studied, it typically carries a different meaning. In this context,
normal means that the connection set, the set of all derangements, is closed under
conjugation. This is the way in which we use the term, and it yields significant
information about the graph.

Any Cayley graph, so in particular Γn, is a regular graph whose valency is the
cardinality of the connection set. In the case of Γn, this means that it is a dn-
regular graph, where dn is the number of derangements in Sym(n). The number of
derangements is well-known, see, for example, [36, Example 2.2.1] and the following
can be determined by counting using inclusion and exclusion:

dn = n!

n∑
i=0

(−1)i
1

i!
=

⌊
n!

e
+

1

2

⌋
= n!

(
1

e
+ o(1)

)
.(2.1)
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The normality of Γn also shows that the eigenvalues of Γn can be found using the
irreducible representations of Sym(n) (see [24, Chapter 14] for details). In short,
the space R[Sym(n)] is isomorphic to the real regular representation of Sym(n),
so it can be decomposed into irreducible submodules, and there is a submodule
for every irreducible representation of Sym(n). It is well known that there is a
canonical one-to-one correspondence between irreducible representations of Sym(n)
and the integer partitions of n. This correspondence can be found in many classical
books on character theory, such as [22, Chapter 4]. Given an integer partition
λ of n, by χλ we denote the irreducible character of Sym(n) associated with λ.
Further, Uλ will denote the isotypic component in R[Sym(n)] corresponding to
χλ. Each of these components is a subspace of an eigenspace for Γn, so there is
an eigenvalue associated to each Uλ, and this eigenvalue can be calculated by the
formula from [2, 12]

ξλ =
1

χλ(1)

∑
x∈D(n)

χλ(x).

With this formula, it is straightforward to calculate that the eigenvalues corre-
sponding to the representations χ(n) and χ(n−1,1) are dn and −dn

n−1 , respectively.

Further, the module U(n) is spanned by the all-ones vector (this is the eigenspace
corresponding to the valency) and it is also not difficult to find a spanning set for
the space U = U(n)+U(n−1,1). More information about the other eigenvalues of Γn

is also known, see for instance [13, pages 176–177]. We summarize the results we
need in the following lemma.

Lemma 2.1 (see references and discussion above). For every positive integer n,
Γn has the following properties:

(1) it is a dn-regular graph, and dn is the largest eigenvalue;

(2) it has
−dn
n− 1

as its least eigenvalue, and all other eigenvalues are O((n−2)!);

(3) U(n) = Span ({1V }) is the dn-eigenspace;

(4) U(n−1,1) is the
−dn
n− 1

-eigenspace;

(5) U(n) + U(n−1,1) = Span
({

1Si→j
: i, j ∈ [n]

})
.

Next we turn to the perfect matching graph, Mn. The vertex set of this graph
is the set of all perfect matchings of K2n. Since the automorphism group of K2n

is Sym(2n) which acts transitively on the perfect matchings of K2n, the graph Mn

is vertex-transitive and therefore in particular is regular. We denote the degree by
dn. Similar to the derangement graph, the value of dn can be found by counting,
using inclusion and exclusion (see for instance [31, §2])

(2.2) dn =

n∑
i=0

(−1)i
(
n

i

)
(2n− 2i− 1)!! = (2n− 1)!!

(
1√
e
+ o(1)

)
.

The natural action of Sym(2n) on the perfect matchings gives a permutation
representation of Sym(2n). The decomposition of this representation is known
to be the sum of the irreducible representations of Sym(2n) that correspond to
partitions in which all the parts are even (for a proof of this, see [33]). Given an
integer partition λ of 2n, in which all the parts are even, let Uλ be the χλ-isotypic
component in R[V (Mn)]. This space is contained in an eigenspace of the adjacency
matrix ofMn, and there is an eigenvalue that belongs to it, see [25, §15.2] for details.
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There is a formula to calculate these eigenvalues but it is more difficult than the
equation for the eigenvalues of the derangement graph. These eigenvalues have been
studied and some recursive formulas for them have been found, see [29, 32, 34, 35].
The following result summarizes [25, Theorem 7.2, Lemma 8.1], and [31, Lemma
15]. Similar to the case for permutations, it is not difficult to find a spanning set
for the space U = U(2n) + U(2n−2,2). Again we summarize the results we need in a
lemma.

Lemma 2.2. [Godsil-Meagher [25], Lindzey [31]] For every positive integer n, Mn

has the following properties:

(1) it is a dn-regular graph and dn is the largest eigenvalue;

(2)
−dn

2n− 2
is its least eigenvalue, and all other eigenvalues are O((2n− 5)!!);

(3) U(2n) = Span
(
{1V (Mn)}

)
is the dn-eigenspace;

(4) U(2n−2,2) is the
−dn

2n− 2
-eigenspace.

(5) U(2n) + U(2n−2,2) = Span
({

1S{a,b} : {a, b} ∈ E(K2n)
})

.

For both the derangement graph and the perfect matchings graph we know
the largest eigenvalue and the smallest eigenvalues, so the well-known Delsarte–
Hoffman ratio bound can be applied. In both cases the bound holds with equality
and can be used to prove a version of the EKR theorem for these objects. The
following form of the bound is found in [24, Corollary 2.4.3] and holds for Γn and
Mn.

Theorem 2.3 (Delsarte–Hoffman ratio bound). Let G be a k-regular graph on v
vertices with τ as its least eigenvalue. Then

(1) α(G) ≤ v

1− k/τ
; and

(2) if S is an independent set such that

|S| = v

1− k/τ
,

then every vertex outside S has exactly −τ neighbours in S.

2.2. Isoperimetry Results. Recall that for a given graph G and a probability
p ∈ [0, 1], the graph Gp is the random spanning subgraph of G where each edge is
included independently with probability p. Further, for a set of vertices S in G,
the probability of S being independent in Gp is (1 − p)E (S), where E (S) denotes
the number of edges in the subgraph of G induced by S.

It is useful to get some bounds on E (S) for sets S of vertices in Γn and Mn.
Bounds on the size of E (S) are known as isoperimetry results, and will be key in
considering independent sets in random subgraphs. Our first isoperimetry result is
a simple bound stemming from the Delsarte–Hoffman ratio bound.

Corollary 2.4. Let G = (V,E) be a k-regular graph with least eigenvalue τ . As-

sume that α(G) =
v

1− k/τ
, and let S be an independent set of size α(G). If A ⊂ S

and B ⊂ V \ S, then taking T = (S \A) ∪B yields

E (T ) ≥ |B|(−τ − |A|).

Proof. By Theorem 2.3, each b ∈ B has exactly −τ neighbours in S. Therefore
each b ∈ B has at least −τ − |A| neighbours in S \A, and the result follows. □
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Combining Theorem 1.1 with Lemma 2.1 and observing that Γn has n! vertices,
we see that α(Γn) meets the Delsarte–Hoffman ratio bound with equality. Similarly,
combining Theorem 1.2 with Lemma 2.2 and observing that Mn has (2n − 1)!!
vertices, we see that α(Mn) also meets the Delsarte–Hoffman ratio bound with
equality. Thus, both graphs Γn and Mn satisfy the premise of the above result.
We also note that the above result is vacuous in the case |A| ≥ −τ . In such cases, we
use a different isoperimetry result which we now describe. Adapting the methods
of Das and Tran [37, Theorem 1.6], we obtain the following “spectral” lower bound
on edge density of spanning subgraphs of a regular graph. This bound uses a norm
for f ∈ R[V ], defined by

∥f∥ =

(
1

|V |
∑
v∈V

f(v)2

)1/2

.

Proposition 2.5. Let G = (V,E) be a connected k-regular graph with smallest
eigenvalue τ and second smallest eigenvalue µ. For every eigenvalue ξ, let Vξ be
the corresponding real eigenspace and let U = Vk ⊕ Vτ .

For any S ⊂ V

2E (S)

|V |
≥ (k − τ)

|S|2

|V |2
+ τ

|S|
|V |

− (τ − µ) ∥1S − ProjU (1S)∥2.

Proof. Define f = 1S and f0 := ProjVk
(f). Since Vk is spanned by the all ones

vector, f0 = |S|
|V |1V and ∥f0∥2 = |S|2

|V |2 . Next define f1 = ProjVτ
(f) and f2 =

f − f0 − f1, so that f2 = f −ProjU (f). These definitions ensure that f0, f1, f2 are
pairwise orthogonal. Furthermore, note that since f = 1S , it is easy to see that

∥f∥2 = |S|
|V | .

If A is the adjacency matrix for G, then fTAf = 2E (S), as the subgraph in G
induced by S contains exactly E (S) edges. We can also express fTAf by expanding
f into its pairwise orthogonal components f0, f1, f2 to get

fTAf = fT
0 Af0 + fT

1 Af1 + fT
2 Af2

= k∥f0∥2|V |+ τ∥f1∥2|V |+ fT
2 Af2

≥ k∥f0∥2|V |+ τ(∥f∥2 − ∥f0∥2 − ∥f2∥2)|V |+ µ∥f2∥2|V |
= |V |

(
(k − τ)∥f0∥2 + τ∥f∥2 − (τ − µ)∥f2∥2

)
.

Using the fact that fTAf = 2E (S), we have

2E (S)

|V |
≥ (k− τ)∥f0∥2+ τ∥f∥2− (τ −µ)∥f2∥2 = (k− τ)

|S|2

|V |2
+ τ

|S|
|V |

− (τ −µ)∥f2∥2,

which completes the proof. □

Using Theorem 1.7 and the above bound, we derive another isoperimetry result
for sets in Γn. Prior to stating this result, we state the following useful corollary of
Theorem 1.7. This result is the contrapositive of Theorem 1.7 in the case c = 1.

Corollary 2.6. Let U be the linear span of indicator functions of stars in Γn.
There exist absolute constants C0 and ε0 so that for any A ⊂ Sym(n) with size
(n− 1)!, the following holds.
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If there is an ε ≤ ε0 such that

|A∆Sx| ≥ C0(n− 1)!

(√
ε+

1

n

)
,

for every star Sx, then

∥1A − ProjU (1A)∥2 ≥ ε

n
.

We now use Proposition 2.5 and Corollary 2.6 to find a lower bound for the
number of edges induced by a set of vertices in Γn, in the case that the set does
not have a large intersection with any of the stars.

Theorem 2.7. There is an absolute constant κ > 0 so that for every δ > 0, there

is an nδ ∈ N such that the following is true for all n > nδ and i with δ
dn

n− 1
≤ i ≤

(n− 1)!.
If A ⊆ Sym(n) with |A| = (n− 1)! and |A \ Sx| ≥ i for every star Sx, then

E (A) ≥ κi2.

Proof. As we have seen in Lemma 2.1, the smallest eigenvalue for the adjacency
matrix of Γn is τ = − dn

n−1 = Θ((n − 1)!), and the absolute value of its second

smallest eigenvalue is |µ| = O((n− 2)!). Thus, for n large enough,

(2.3) −(τ − µ) ≥ −τ

2
=

dn
2(n− 1)

.

Applying Proposition 2.5 in this case shows that for any set A ⊂ Sym(n) of size
(n− 1)!, we have
(2.4)

E (A) ≥ n!

2

((
dn +

dn
n− 1

)
(n− 1)!2

n!2
− dn

n− 1

(n− 1)!

n!
− (τ − µ) ∥1A − ProjU (1A)∥2

)
=

n!

2

(
dn

(
1

n2

(
1 +

1

n− 1

)
− 1

n(n− 1)

)
− (τ − µ) ∥1A − ProjU (1A)∥2

)
=

n!

2
(−τ + µ) ∥1A − ProjU (1A)∥2

≥ n!

2

dn
2(n− 1)

∥1A − ProjU (1A)∥2 (by (2.3))

=
n!|τ |
4

∥1A − ProjU (1A)∥2.

For ease of notation, we set M = |τ | = dn

n−1 . Then let δ > 0 and i be such that

δM ≤ i ≤ (n−1)!. Consider a set A such that |A\Sx| ≥ i, for every star Sx. Since
|A| = (n− 1)! = |Sx|, we have

|A∆Sx| = 2|A \ Sx| ≥ 2i.

With C0 and ε0 as in Theorem 1.7, let C1 > 0 be large enough so that

(2.5) 2C0 ≤ C1,
4

C2
1

≤ ε0.

From (2.1), we have lim
n→∞

M

(n− 1)!
=

1

e
, so for n being sufficiently large, we have

M

(n− 1)!
≥ 1

2e
. Therefore we can pick nδ so that for all n ≥ nδ the following two
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inequalities hold

(2.6)
1

n
≤ δ

eC1
,

1

e
≤ 2M

(n− 1)!
.

Next, set ε =
(

2i
C1(n−1)!

)2
. Since i ≤ (n− 1)!, by (2.5), we have

ε =

(
2i

C1(n− 1)!

)2

≤ 4

C2
1

≤ ε0.

Applying the two inequalities in (2.6) followed by the fact i ≥ δM , we have for all
n ≥ nδ that

1

n
≤ δ

eC1
≤ 2M

C1(n− 1)!
≤ 2i

C1(n− 1)!
= ε1/2,

(the final equality is simply the definition of ε).
Assume n ≥ nδ. Applying the equality and the two inequalities 2i = C1(n −

1)!ε1/2, 2C0 ≤ C1, and
1

n
≤ ε1/2, shows for any star Sx

|A∆Sx| ≥ 2i = C1(n− 1)!ε1/2 ≥ 2C0(n− 1)!ε1/2

= C0(n− 1)!(ε1/2 + ε1/2) = C0(n− 1)!(ε1/2 + 1/n).

Thus, by Corollary 2.6,

||1A − ProjU (1A)||2 ≥ ε

n
=

4i2

C2
1n!(n− 1)!

.

Using the above inequality in (2.4) yields

E (A) ≥ n!M

4
||1A − ProjU (1A)||2 ≥ n!M

4

4i2

C2
1n!(n− 1)!

=
Mi2

C2
1 (n− 1)!

.

By the second inequality in (2.6),
1

e
≤ 2M

(n− 1)!
. It follows that

E (A) ≥ Mi2

C2
1 (n− 1)!

≥ i2
1

2eC2
1

.

Thus A contains at least κi2 edges, where κ = 1/(2eC2
1 ). □

Using a similar argument, we derive an analogous isoperimetry result for sets of
vertices in Mn.

Theorem 2.8. There is an absolute constant κ > 0 so that for every δ > 0, there

is an nδ ∈ N such that the following is true for all n > nδ and i with δ
dn

(2n− 2)
≤

i ≤ (2n− 3)!!.
If A ⊆ V (Mn) with |A| = (2n− 3)!! and |A \ Sx| ≥ i for every star Sx, then

E (A) ≥ κi2.

Proof. By Lemma 2.2, τ =
−dn

2n− 2
is the smallest eigenvalue of Mn, and if µ is the

second smallest eigenvalues of Mn, then |µ| = O((2n − 5)!!). So for n sufficiently
large, we have

τ − µ ≥ τ

2
.
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Applying Proposition 2.5 in this case shows that

(2.7) E (A) ≥ (2n− 1)!!dn

8n− 8
∥1A − ProjU (1A)∥2.

As in the proof of Theorem 2.7, we apply Theorem 1.8 in the contrapositive to
prove that ∥1A − ProjU (1A)∥ is large, which then implies E (A) is large. Again we
also start with the fact that |A| = (2n − 3)!! = |Sx| implies that |A∆Sx| ≥ 2i for
every star Sx.

Using C0 and ε0 as in Theorem 1.7, let C1 > 0 be large enough so that

(2.8) 2C0 ≤ C1,
4

C2
1

≤ ε0.

Again, we set M = |τ | = dn

2n−2 . Using (2.2), we have lim
n→∞

M

(2n− 3)!!
=

1√
e
.

Therefore, when n is sufficiently large, we have
M

(2n− 3)!!
≥ 1

2
√
e
. We can therefore

pick nδ such that for all n ≥ nδ

(2.9)
1

2
√
e
≤ M

(2n− 3)!!
,

1

2n− 1
≤ δ√

eC1
.

Set ε =
(

2i
C1(2n−3)!!

)2
. Since i ≤ (2n− 3)!!, by (2.8), we have

ε =

(
2i

C1(2n− 3)!!

)2

≤ 4

C2
1

≤ ε0.

Using the two inequalities in (2.9) and the fact that i ≥ δM , it follows that for all
n ≥ nδ, we have

(2.10)
1

2n− 1
≤ δ√

eC1
≤ 2Mδ

C1(2n− 3)!!
≤ 2i

C1(2n− 3)!!
= ε1/2.

Using the above inequality and the first statement in (2.8), for any star Sx we have

|A∆Sx| ≥ 2i = C1(2n−3)!!ε1/2 ≥ 2C0(2n−3)!!ε1/2 ≥ C0(2n−3)!!

(√
ε+

1

2n− 2

)
.

The final inequality follows from (2.10).
The contrapositive of Theorem 1.8 in the case c = 1 implies that

||1A − ProjU (1A)||2 ≥ ε

2n− 1
.

By (2.7)

E (A) ≥ (2n− 1)!!dn

8n− 8

ε

2n− 1

=
(2n− 3)!! dn 4i2

4(2n− 2) C2
1 ((2n− 3)!!)2

=
dni

2

(2n− 2) C2
1 (2n− 3)!!

=
Mi2

C2
1 (2n− 3)!!

≥ 1√
εC2

1

i2



ROBUSTNESS OF ERDŐS–KO–RADO THEOREMS ON PERMUTATIONS AND PERFECT MATCHINGS.13

Parameter Permutations Perfect matchings Order
N (n− 1)! (2n− 3)!! 1
V n! (2n− 1)!! Θ(nN)

d dn ∼ n!
e

dn

(2n−2) ∼
(2n−1)!!√

e
Θ(nN)

M dn

n−1
dn

2n−2 Θ(N)

K n2
(
n
2

)
Θ(n2)

Table 1. Parameters for Derangement graphs

(where the last equation follows from (2.9)). Thus the result holds with κ =
1/
√
εC2

1 . □

3. Proofs of Theorems 1.4 and 1.5.

The EKR theorem for permutations or perfect matchings is equivalent to the
result that every maximum independent set in Γn or Mn, respectively, is a star. In
this section, we prove that the stars are still the only maximum independent sets in
many sparse random spanning subgraphs of Γn or Mn. Before proceeding to the
proof, we discuss some attributes shared by both families of graphs.

Throughout this section, Gn will be one of {Γn, Mn}. We will use the following
notation:

(1) V = V (n) is the number of vertices in Gn;
(2) d = d(n) is the valency of Gn;
(3) N = N(n) = α(Gn);
(4) M = M(n) = |τ | is the absolute value of the smallest eigenvalue of Gn; and
(5) K = K(n) is the number of maximum independent sets in Gn.

In Table 1 we summarize the values of these parameters in the two situations.
In the first column we list the parameter; in the second column we give its value in
the context of Γn; in the third column we give its value in the context of Mn, and
in the final column we compare the value of the parameter to N . By Theorems 1.1
and 1.2, K is equal to the number of stars. We use Lemma 2.1 and Lemma 2.2 for
the final column. The approximations in rows 3 and 4 follow from (2.1) and (2.2).

Recall, as observed above, that the Delsarte–Hoffman ratio bound is tight for
both these graphs.

If H is a spanning subgraph of Gn, with α(G) < α(H), then one of the following
must hold: (a) there exists a star Sx and a vertex v outside Sx, such that Sx ∪ {v}
is independent in H; or (b) there is a set A which is independent in H and larger
than N , but does not contain any stars. To this end, we now define the following
types of sets in Gn.

Definition 3.1. Let A be a set of vertices in Gn, then

(1) A is called a superstar if there is a star Sx and a vertex v /∈ Sx such that
A = Sx ∪ {v};

(2) and A is called a faux star if |A| > N and Sx \ A ̸= ∅ for every star Sx in
Gn.

If H is a spanning subgraph of Gn, with α(G) < α(H), then H contains either
an independent superstar or a faux star that is an independent set.
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Given a set A of vertices, define the size of its largest intersection with a star to
be

∂A := max {|A ∩ Sx| : Sx is a star} .

We now introduce random variables that count the number of faux stars and inde-
pendent superstars. For each i, define

Xi := | {A : A is an independent faux star with ∂A = N − i} |,

and

Y = |{A : A is an independent superstar}|.

From our discussion above, we have

(3.1) P [α(Gn,p) > N ] =

N−1∑
i=1

P [Xi > 0] + P [Y > 0] .

We now recall the isomperimetry results we derived from the previous section.
Given a vertex v and a star Sx, define Sx[v] := Sx ∪ {v}. Every superstar is of
the form Sx[v]. Since the Delsarte–Hoffman ratio bound is tight for Gn, we have
E (Sx[v]) = M . Tightness of this bound gives us yet another edge isoperimetry
bound: given a set T with ∂T = N − i, by Corollary 2.4, we have E (T ) ≥ i(M − i).
Theorems 2.7 and 2.8 give a lower bound on E (A) in the case i ≥ M .

We will first investigate the threshold for the appearance of a superstar in Gn,p.

The probability of set of vertices A being independent in Gn,p is (1−p)E (A), so the
probability that a superstar is an independent set in Gn,p is (1 − p)M . There are
exactly K stars, the size of every star is N , and every superstar spans exactly M
edges, so we have that

(3.2) E[Y ] = K(V −N)(1− p)M .

We now define our threshold probability

pc := pc(n) =
ln(K(V −N))

M
.

We note that pc matches the threshold probabilities defined in Theorems 1.4 and
1.5. Given ε > 0, we now show that when p ≥ (1+ ε)pc, then P [Y > 0] = o(1). We
will make use of a well-know inequality that we state below.

Lemma 3.2. For every x ∈ R with |x| ≤ 1/2

ex−x2

≤ 1 + x ≤ ex.

Lemma 3.3. Let ε > 0 and consider p ≥ (1 + ε)pc. Then

lim
n→∞

P[Y > 0] = 0.
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Proof. From Chebyshev’s inequality, we have P[Y > 0] ≤ E[Y ]. Using e−x ≥ 1− x
and (3.2), we have

P[Y > 0] ≤ E[Y ]

≤ K(V −N)(1− p)M

≤ K(V −N)e−pM

≤ K(V −N)e−(1+ε)pcM

≤ K(V −N)e−(1+ε) ln(K(V−N))

≤ (K(V −N))−ε.

The result now follows from Table 1. □

We now show that when p is smaller than the threshold pc, independent su-
perstars appear in Gn,p, with high probability. Thus, when p is smaller than pc,
we have α(Gn,p) > N , with high probability. To prove this, we first establish the
following bound.

Lemma 3.4. Given any δ > 0, we have K = o((V −N)δ).

Proof. To show this, we use two relaxations of Stirling’s approximation(r
e

)r
≤ r!,

1√
2

√
2πr

(r
e

)r
≤ r! ≤

√
2
√
2πr

(r
e

)r
.

When Gn = Γn, we have

K

(V −N)δ
=

n2

(n(n− 1)!)δ
≤ n2(

(n− 1)
(n− 1)n−1

en−1

)δ
≤ n2(

(n− 1)

e

)δ(n−1)

When n is sufficiently large, we have δ(n− 1) > 3, and thus when n is sufficiently
large, we have

K

(V −N)δ
≤ n2(

(n− 1)

e

)δ(n−1)
≤ n2

(n− 1)3

e3

= o(1).

Now we consider the case Gn = Mn. In this case, K =
(
2n
2

)
= (n)(2n− 1) and

V −N = (2n− 2)(2n− 3)!!. Using Stirling’s approximation, we have

(2n− 3)!! =
(2n− 2)!

(2n−1) (n− 1)!

≥

√
2π(2n− 2)

(
(2n−2)

e

)2n−2

(2n−1) 2
√

2π(n− 1)
(

(n−1)
e

)n−1

≥
(
2(n− 1)

e

)n−1

.(3.3)

In this case, we have

K

(V −N)δ
=

n(2n− 1)

((2n− 2)(2n− 3)!!)δ
≤ 2n2

(2n− 3)!!)δ
≤ 2n2(

(2n− 2)

e

)δ(n−1)
.
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When n is sufficiently large, we have δ(n− 1) > 3, and thus when n is sufficiently
large, we have

K

(V −N)δ
≤ 2n2(

(2n− 2)

e

)δ(n−1)
≤ 2n2(

(2n− 2)

e

)3 = o(1).

□

We also need the following bound.

Lemma 3.5. pc = o(1).

Proof. Using Table 1, provided n is sufficiently large, we have M ≥ aN , for some
absolute constant a, and K(V −N) ≤ bn3N , for some absolute constant b. Thus,
when n is sufficiently large

pc =
ln(K(V −N))

M
≤ 3 ln(n) + ln(b) + ln(N)

aN
.

In the case Gn = Γn we have N = (n− 1)! and for Gn = Mn, N = (2n− 3)!!. In
either case both

lim
n→∞

ln(n)

N
= 0, lim

n→∞

ln(N)

aN
= 0

hold. As b is a constant, these imply pc = o(1) in both cases. □

We are now ready to show that when p is smaller that pc, independent superstars
appear with high probability.

Lemma 3.6. Let ε > 0 and consider p < (1− ε)pc. Then we have

lim
n→∞

P [α(Gn,p) = N ] = 0,

and with high probability, Gn,p contains an independent superstar.

Proof. As pc = o(1), for sufficiently large n, we have the following two bounds on
pc:

(3.4) pc ≤
1

2
, (1− ε)(1 + pc) ≤ (1− ε/2).

We may assume the above conditions, without loss of generality.
Given a vertex v, not contained in a star Sx, consider the superstar Sx[v]. From

Theorem 2.3 E (Sx[v]) = M , so

P [Sx[v] is independent ] = (1− p)M .

As p ≤ (1− ε)pc ≤ pc ≤ 1
2 , we have (1− p) ≥ e−p−p2

, and thus,

P [Sx[v] is independent ] = (1− p)M

≥ e−pM(1+p)

≥ e−(1−ε)pcM(1+pc)

≥ e−(1− ε
2 )pcM (using (3.4))

≥ (K(V −N))−(1−ε/2).(3.5)
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Fix a star Sx[v]. The events {Sx[v] is independent} are mutually independent
across all choices of v /∈ S. Therefore, we have

P [α(Gn,p) = N ] ≤ P [Sx[v] is not independent for all v /∈ S]

≤
∏
v/∈S

(1− P [Sx[v] is independent])

≤
(
1− (K(V −N))−(1−ε/2)

)V−N

(using (3.5))

≤ exp
(
−(K(V −N))−(1−ε/2)(V −N)

)
(since e−x ≥ 1− x)

≤ exp

(
− (V −N)ε/2

K(1−ε/2)

)
≤ exp

(
− (V −N)ε/2

K

)
= o(1),

with the equality following from Lemma 3.4. This concludes the proof. □

So far, we proved that when p < (1 − ε)pc, we have lim
n→∞

P [α(Gn,p) = N ] = 0.

We also proved that in the case p ≥ (1 + ε)pc, Gn,p has no independent superstars
with high probability. To finish proving that lim

n→∞
P [α(Gn,p) = N ] = 1 in the case

p ≥ (1 + ε)pc, we need to show that with high probability, Gn,p does not contain
any faux stars (see Definition 3.1) either. Given an integer i, we recall that Xi

is the random variable that counts the number of independent faux stars A with
∂A = N − i. For ease of notation, by a faux star of type i, we mean a faux star
A with ∂A = N − i. To finish our proof, we need to show that P[Xi > 0] = o(1),
provided p ≥ (1 + ε)pc.

At first, we consider faux stars which are “far” from being stars. To be precise,

we consider faux stars of type i ≥ εM

2
.

Lemma 3.7. For every ε > 0, if p ≥ (1 + ε)pc(n), then

lim
n→∞

P[Xi > 0] = 0,

for all i ≥ εM

2
.

Proof. Using Stirling’s approximation, we have(
s

t

)
≤
(se

t

)i
.

Due to the monotonicity of independence, we may assume that p = (1+ε)pc. Rough
counting estimates imply that the number of faux stars of type i ≥ εM

2 is at most

K

(
N

i

)(
V −N

i

)
≤ K2N

(
(V −N)e

i

)i

≤ K2N
(
2(V −N)e

εM

)i

.



18 K. GUNDRSON, K. MEAGHER, J. MORRIS, V.R.T PANTANGI, AND M.N. SHIRAZI

Using the values in Table 1, there is an absolute constant b such that
2(V −N)e

εM
≤

bn, and an absolute constant a such that K ≤ an2. Therefore, the number of faux

stars of type i is at most an22N (bn)
i
.

Using Theorem 2.7 and Theorem 2.8, any faux star of type i ≥ εM/2 spans at
least κi2 edges (where κ is an absolute constant), provided n is sufficiently large.
We can now conclude that

E[Xi] ≤ an22N (bn)
i
(1− (1 + ε)pc)

κi2

≤ an22N (bn)
i
(1− (1 + ε)pc)

κεMi/2 (since i ≥ εM)

≤ an22N (bn)
i
exp (−(1 + ε)pcκεM/2)

i

≤ an22N (bn)
i
exp (−(1 + ε)εκ ln(K(V −N))/2)

i

≤ an22N
(
bn(K(V −N))−(1+ε)εκ/2

)i
≤ an22N

(
bn

(K(V −N))ε2κ/2
(K(V −N))−εκ/2

)i

≤ an22N
(
(K(V −N))−εκ/2

)i
,

with the last equation following from the fact n = o(K(V −N)δ), for all δ > 0.
Thus,

N∑
i=εM/2

E[Xi] ≤
N∑

i=εM/2

an22N
(
(K(V −N))−εκ/2

)i
≤ an22N ((K(V −N)))

−ε2κM/2
.

Since N = Θ(M), K = Θ(n2), and since lim
n→∞

((V − N))δ = ∞, for all δ > 0, we

can conclude that
N∑

i=εM/2

E[Xi] = o(1). The result now follows by an application of

Chebyshev’s inequality. □

Now we consider the probability of having faux stars of type i < εM/2. There

are at most K
(
N
i

)(
V−N

i

)
faux stars of type i. Given a faux star A of type i < εM/2,

by Corollary 2.4, we have E (A) ≥ i(M − i). By Chebyshev’s inequality, we have

P[Xi > 0] ≤ E[Xi] ≤ K

(
N

i

)(
V −N

i

)
(1− p)i(M−i).

However, the above bound is too large to show that lim
n→∞

P[Xi] = o(1), and for this

reason, we adopt a different strategy.
Given j ≥ i, we define the random variable

Xi,j = | {A : |A| = N + j − i, ∂A = N − i, A is a maximal independent set} |.
We have

P[Xi > 0] =
∑
j≥i

P[Xi,j > 0] ≤
∑
j≥i

E[Xi,j ].

To find a bound on E[Xi,j ], we use two approximations. The first is a lower bound
on the number of edges in A. This bound follows from Corollary 2.4, which implies
that E (A) ≥ j(M − i). The second is a lower bound on the probability that A is a



ROBUSTNESS OF ERDŐS–KO–RADO THEOREMS ON PERMUTATIONS AND PERFECT MATCHINGS.19

maximal independent set in Gn,p. We find this bound by counting the number of
edges from any vertex in Sx\A to A, where Sx is a star. If A is a maximal, as well
as independent, set in Gn,p, then at least one of these edges must remain in Gn,p.
Since ∂A = N − i, there is a star Sx and sets I ⊂ Sx and J with J ∩ Sx = ∅ with
|I| = i and |J | = j, such that A = (Sx \ I) ∪ J . Consider a v ∈ Sx then

P [v has at least one edge incident to J ] ≤ 1− (1− p)j ≤ jp.

Using the above two bounds

P [A being a maximal independent set in Γn,p] ≤ (1− p)j(M−i)(jp)i.

By counting the number of stars and the number of sets A of size N + j − i with
∂(A) = N − i we can now conclude that

(3.6) E [Xi,j ] ≤ K

(
N

i

)(
V

j

)
(1− p)j(M−i)(jp)i.

Define ai,j = K
(
N
i

)(
V
j

)
(1− p)j(M−i)(jp)i, then

αi,j+1

αi,j
≤ V (1− p)M−i(1 + 1/j)i.

As the property of having an independent set of a given size is monotone de-
creasing, it suffices to assume that p = (1+ε)pc, with 0 < ε < 1. Using 1−x ≤ e−x,
along with the fact that i ≤ εM/2 and (1 + 1/j)i is bounded by e, we have

V (1− p)M−i(1 + 1/j)i ≤ V e−(M−εM/2)pe

≤ V e(ε
2/2−ε/2−1)pcMe

≤ V (K(V −N))
(ε2/2−ε/2−1)

e.

Set

rn,ε = V (K(V −N))
(ε2/2−ε/2−1)

e,

so αi,j ≤ αi,j−1rn,ε, and doing this repeatedly, αi,j ≤ αi,ir
j−i
n,ε .

From Table (1), K(V − N) = Θ(n3N) and V = Θ(nN). Using these bounds
along with the fact that ε2/2 − ε < 0 (recall that ε ∈ (0, 1) by assumption), we
conclude that rn,ε = o(1). Thus, provided n is large enough, we have rn, ε < 1/2,
which implies

(3.7) P[Xi > 0] ≤
∑
j≥i

E[Xi,j ] ≤
∑
j≥i

αi,j =
1

1− rn,ε
αi,i ≤ 2αi,i.

We now turn our focus to αi,i. Using
(
a
b

)
≤
(
ae
b

)b
and e−x ≥ 1− x, we have

αi,i = K

(
N

i

)(
V

i

)
(1− p)i(M−i)(ip)i ≤ K

(
e2V N exp(−p(M − i))p

i

)i

.
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As M − i ≥ (1− ε/2)M and p = (1+ ε)pc = (1+ ε) ln (K(V −N)) /M , we have

αi,i ≤ K

(
e2V N exp

[
−(1− ε2/2 + ε/2) ln (K(V −N))

]
(1 + ε) ln (K(V −N))

i M

)i

≤ K

e2V N
(
(K(V −N)(−1+ε2/2−ε/2)

)
2 ln (K(V −N))

M

i

, using 1 + ε < 2 and i ≥ 1

≤ K

(
2e2V N (K(V −N))

ε2/2−ε/2
ln (K(V −N))

K(V −N) M

)i

.

Again, since V = Θ(nN), K(V − N) = θ(n3N), K = θ(n2) and M = Θ(N),
there are absolute constants a, b such that

αii ≤ an2

(
b ln(n3N)

n2(n3N)ε/2−ε2/2

)i

.

As N is either (n − 1)! (when Gn = Γn) or N = (2n − 3)!! (when Gn = Mn),
we have ln(n3N) = o((n3N)δ), for all δ > 0. In particular, we can set δ = ε/2 −
ε2/2− ε/4 to get

ln(n3N)(n3N)ε/4

(n3N)ε/2−ε2/2
=

ln(n3N)

(n3N)ε/2−ε2/2−ε/4
≤ 1

This, when rearranged, implies that as long as n is sufficiently large, we have

αi,i ≤ an2

(
b ln(n3N)

n2(n3N)ε/2−ε2/2

)i

≤ an2

(
b

n2(n3N)ε/4

)i

= an2

(
b

n2+ε/2(nN)ε/4

)i

.

Thus, for n sufficiently large,
b

n2+ε/2(nN)ε/4
< 1/2. Now using (3.7), we have

εM/2∑
i=1

P[Xi > 0] ≤ 2

εM/2∑
i=1

αii

≤ 2

εM/2∑
i=1

an2

(
b

n2+ε/2(nN)ε/4

)i

≤ 4an2

(
b

n2+ε/2(nN)ε/4

)
= o(1),

(the third inequality is from the fact that
∑∞

i=1 x
i ≤ 2x if 0 < x ≤ 1/2).

We have now shown that

Lemma 3.8. For every ε > 0, if p ≥ (1 + ε)pc(n), then

lim
n→∞

P[Xi > 0] = 0,

for all i <
εM

2
.

Using (3.1) along with Lemmas 3.3, 3.7, and 3.8, we can conclude that
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Lemma 3.9. Let ε > 0 and p ≥ (1 + ε)pc. Then we have

lim
n→∞

P [α(Gn,p) = N ] = 1,

and with high probability, every maximum independent set in Gn,p is a star.

Theorems 1.4 and 1.5 follow from Lemmas 3.6 and 3.9.

4. Proof of Theorem 1.8.

In this section we prove Theorem 1.8. Recall that U is the space formed by
the span of the characteristic vectors of the stars in Mn. This result shows that
if a relatively large set A of vertices in the graph Mn has the property that the
characteristic vector of A (1A), and the projection of 1A to U are close (in norm),
then the set A is close (in terms of the symmetric difference) to a star.

Before starting the proof we give equations for the size of intersection of two stars
in Mn. For pairwise distinct edges e1, e2, e3 ∈ E(K2n) (so that |ei ∩ ej | ∈ {0, 1} for
1 ≤ i, j ≤ 3 with i ̸= j), we have

|Se1 ∩ Se2 | = (2n− 5)!!(1− |e1 ∩ e2|),
|Se1 ∩ Se2 ∩ Se3 | = (2n− 7)!!(1− |e1 ∩ e2|)(1− |e1 ∩ e3|)(1− |e2 ∩ e3|),

(4.1)

since a matching cannot contain two distinct edges that have nonempty intersection.
Throughout this section, we let A be a set of perfect matchings of size c(2n−3)!!

and f := 1A denote the indicator function of A. When using a variable to denote
a single arbitrary edge we use e to avoid possible confusion with Euler’s constant
which we have also been using in this paper. Given e ∈ E(K2n), define

ae :=
|A ∩ Se|
(2n− 3)!!

, be := ae −
c

2n− 1
.

Given a vertex x of K2n, each perfect matching in A has x matched with exactly
one other vertex in K2n, so the set A can be partitioned into the sets A∩Se where
x ∈ e. Thus

(4.2)
∑

{e : x∈e}

ae = c,
∑

{e : x∈e}

be = 0.

If A is a disjoint union of stars, we observe that the value of each be will either be
close to 1 or close to 0. We will prove that this is also true if A is a set as described in
Theorem 1.8. We can do so by showing that

∑
e∈E(K2n)

b2e−b3e is “small”. To do so, we

first find a relationship between moments of f1 := ProjU (1A) and
∑

e∈E(K2n)

b2e − b3e .

We define

g :=
∑

e∈E(K2n)

ae1Se , h :=
∑

e∈E(K2n)

be1Se .

Our first result towards finding the relationship we seek is a bound on the expec-
tation of h2.

Lemma 4.1. For any n

E[h2] =
(2n− 2)

(2n− 1)(2n− 3)

∑
e∈E(K2n)

b2e .
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Proof. Using (4.1), we see that

h2 =
∑

e∈E(K2n)

b2e1Se +
∑

e,f∈E(K2n)
e∩f=∅

bebf1Se∩Sf
.

Computing the expectations yields

E[h2] =
1

2n− 1

∑
e∈E(K2n)

b2e +
1

(2n− 1)(2n− 3)

∑
e,f∈E(K2n)

e∩f=∅

bebf .(4.3)

In the next equation, we denote the edges of K2n by their endpoints, and use the
fact that the sum of all be over all edges e that contain x is equal to 0. Fix an edge
{x, y}, then

2
∑
{u,v}

x,y ̸∈{u,v}

b{u,v} = −
∑

v ̸=x,y

b{x,v} −
∑

u̸=x,y

b{y,u}

= −
∑
v ̸=x

b{x,v} −
∑
u̸=y

b{y,u} + 2b{x,y}

= 2b{x,y}.

Thus

(4.4)
∑

f

f∩e=∅

bf = be,

and we have ∑
e,f∈E(K2n)

e∩f=∅

bebf =
∑

e∈E(K2n)

be
∑

f

f∩e=∅

bf =
∑

e∈E(K2n)

b2e .(4.5)

Putting this into Equation (4.3) yields the equation in the statement of the lemma.
□

Next we establish a bound on the expectation of h3, namely Lemma 4.4. We will
arrive at this bound in two steps. We begin by bounding E[h3] in terms of bdbebf .
After this (in Lemma 4.3) we will bound bdbebf .

Lemma 4.2. For all n,

E[h3] =
2(n− 2)

(2n− 3)(2n− 5)

∑
e∈E(K2n)

b3e

− 1

(2n− 1)(2n− 3)(2n− 5)

 ∑
d,e,f∈E(K2n)

|d∩e|=1, |d∩f|=1, |e∩f|=1

bdbebf

 .

Proof. Again using (4.1), we see that

h3 =
∑

e∈E(K2n)

b3e1Se + 3
∑

e,f∈E(K2n)
e∩f=∅

b2ebf1Se∩Sf
+

∑
d,e,f∈E(K2n)

d∩e=e∩f=d∩f=∅

bdbebf1Sd∩Se∩Sf
,
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and

E[h3] =
1

2n− 1

∑
e∈E(K2n)

b3e +
3

(2n− 1)(2n− 3)

∑
e,f∈E(K2n)

e∩f=∅

b2ebf

+
1

(2n− 1)(2n− 3)(2n− 5)

∑
d,e,f∈E(K2n)

d∩e=e∩f=d∩f=∅

bdbebf .

(4.6)

Using (4.4), ∑
e,f∈E(K2n)

e∩f=∅

b2ebf =
∑

e∈E(K2n)

b2e
∑

f∈E(K2n)
e∩f=∅

bf =
∑

e∈E(K2n)

b3e .(4.7)

Now using (4.2), we have

∑
d,e,f∈E(K2n)

d∩e=e∩f=d∩f=∅

bdbebf =
∑

d,e∈E(K2n)
d∩e=∅

bdbe

 ∑
f∈E(K2n)
f∩(d∪e)=∅

bf



=−
∑

d∈E(K2n)

∑
e∈E(K2n)
d∩e=∅

bdbe

∑
t∈e∪d

 ∑
f∈E(K2n)

t∈f

bf




+
∑

d∈E(K2n)

∑
e∈E(K2n)
d∩e=∅

∑
f∈(d∪e

2 )

bdbebf

=
∑

d∈E(K2n)

∑
e∈E(K2n)
d∩e=∅

∑
f∈(d∪e

2 )

bdbebf

=
∑

d,e∈E(K2n)
d∩e=∅

(b2dbe + b2ebd) +
∑

d,e∈E(K2n)
d∩e=∅

∑
f∈(d∪e

2 )\{d,e}

bdbebf

=2
∑

e∈E(K2n)

b3e +
∑

d,e∈E(K2n)
d∩e=∅

∑
f∈(d∪e

2 )\{d,e}

bdbebf ,(4.8)

with the last equality following from (4.7). In the second summand above, as d and

e are disjoint 2-sets, we have f ∈
(
d∪e
2

)
\ {d, e} if and only if |f ∩ d| = |f ∩ e| = 1.

With this observation, we have∑
d,e∈E(K2n)

d∩e=∅

∑
f∈(d∪e

2 )\{d,e}

bdbebf =
∑

d,f∈E(K2n)
|d∩f|=1

bdbf
∑

e∈E(K2n)
e∩d=∅ & |e∩f|=1

be.(4.9)

For a fixed d = {x, y} and f = {y, z} withe x, y, z distinct (so clearly |d∩ f| = 1),
and any e with e ∩ d = ∅ and |e ∩ f| = 1, using (4.2) we have∑

e∈E(K2n)
e∩d=∅ & |e∩f|=1

be =
∑

e∈E(K2n),
z∈e, x/∈e, y /∈e

be = −b{y,z} − b{x,z}.
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Using this equality in the inner summand on the right hand side of (4.9), we have

∑
d,e∈E(K2n)

d∩e=∅

∑
f∈(d∪e

2 )\{d,e}

bdbebf = −

 ∑
d,e,f∈E(K2n)

|d∩f|=1, |d∩e|=1, |e∩f|=1

bdbebf

−
∑

d,f∈E(K2n)
|d∩f|=1

bdb
2
f

= −

 ∑
d,e,f∈E(K2n)

|d∩f|=1, |d∩e|=1, |e∩f|=1

bdbebf

+ 2
∑

e∈E(K2n)

b3e ,

with the last equality following from (4.7). Using this equality along with (4.6),
(4.7), and (4.8) yields the lemma. □

We now consider the second summand in the equation given by Lemma 4.2.

Lemma 4.3. For all n

∑
d,e,f∈E(K2n)

|d∩f|=1, |d∩e|=1, |e∩f|=1

bdbebf ≥
2c3n(2n− 2)

3(2n− 1)2
− c3n

2n− 1
.

Proof. We prove this by expanding the left-hand side by replacing each bx, with
bx = ax − c/(2n− 1), we have

∑
d,e,f∈E(K2n)

|d∩f|=1, |d∩e|=1, |e∩f|=1

bdbebf = Σ1 −
c

2n− 1
Σ2 +

c2

(2n− 1)2
Σ3 −

(
2n

3

)
c3

(2n− 1)3
,

(4.10)

where

Σ1 =
∑

{x,y,z}∈(V (K2n)
3 )

a{x,y}a{x,z}a{y,z},(4.11a)

Σ2 =
∑

{x,y,z}∈(V (K2n)
3 )

a{x,y}a{x,z} + a{x,y}a{y,z} + a{x,z}a{y,z},(4.11b)

Σ3 =
∑

{x,y,z}∈(V (K2n)
3 )

a{x,y} + a{x,z} + a{y,z}.(4.11c)

As ae ≥ 0 for all e ∈ E(K2n), we have

(4.12) Σ1 > 0.
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Now, we consider Σ2. From (4.11b), we have

Σ2 =
∑

{x,y,z}∈(V (K2n)
3 )

a{x,y}a{x,z} + a{x,y}a{y,z} + a{x,z}a{y,z}

=
∑

{x,z}∈E(K2n)

∑
y∈V (K2n)\{x,z}

a{x,y}a{y,z}

= 2
∑

{x,y}∈E(K2n)

a{x,y}

 ∑
z∈V (K2n)\{x,y}

a{y,z}


= 2

∑
{x,y}∈E(K2n)

a{x,y}(c− a{x,y}) (using (4.2))

= 2c
∑

{x,y}∈E(K2n)

a{x,y} − 2
∑

{x,y}∈E(K2n)

a2{x,y}.

Now using the above and (4.2), yields

(4.13) Σ2 = c2n− 2
∑

{x,y}∈E(K2n)

a2{x,y} ≤ c2n.

Moving onto Σ3, noting each 2-subset of V (K2n) sits in exactly 2n − 2 of the
3-subsets of V (K2n), and using (4.2), we observe that

∑
e∈E(K2n)

ae = cn. Therefore,

we have

(4.14) Σ3 = (2n− 2)nc.

Applying (4.10), (4.12), (4.13), and (4.14) in Lemma 4.2 yields the lemma. □

Inserting the bound from Lemma 4.3 in Lemma 4.2 gives the following bound
on the third moment of h.

Lemma 4.4. For all n

E[h3] ≤ 2(n− 2)

(2n− 3)(2n− 5)

∑
e∈E(K2n)

b3e +
c3n(2n+ 1)

3(2n− 1)3(2n− 3)(2n− 5)
.(4.15)

The next goal of this section is to find a lower bound on E[h3]. We recall that
g =

∑
ae1Se and using (4.2), we see that h = g − nc

2n−1 .

Proposition 4.5. For all n

g =
2n− 2

2n− 3
f1 +

c(n− 2)

(2n− 3)
1, and(4.16a)

h =
2n− 2

2n− 3
f1 −

c(2n− 2)

(2n− 1)(2n− 3)
1.(4.16b)

Proof. Recall U is the space spanned by the characteristic vectors of the stars, and,
by definition, both g, f1 are contained in U , as is the all ones vector. So, to show
the first statement in this proposition, we will show that

g − 2n− 2

2n− 3
f1 +

c(n− 2)

(2n− 3)
1

is orthogonal to every 1Sx
, and hence is equal to 0.
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First, for any edge e, we have both

⟨f1,1Se⟩ = ⟨1A,1Se⟩ =
ae

2n− 1
, ⟨1, 1Se⟩ =

1

2n− 1
.

Next, consider the edge e = {x, y} and Se, using (4.1) and (4.2), we have

⟨g, 1Se⟩ =
ae

2n− 1
+

∑
{f : f ∩{x,y}=∅}

af
(2n− 1)(2n− 3)

=
ae

2n− 1
+

1

2(2n− 1)(2n− 3)

∑
z ̸=x,y

 ∑
{f : z∈f,f∩{x,y}=∅}

af


=

ae
2n− 1

+
1

2(2n− 1)(2n− 3)

∑
z ̸=x,y

c− a{x,z} − a{y,z}

=
ae

2n− 1
+

1

2(2n− 1)(2n− 3)

(
(2n− 2)c+ a{x,y} − c+ a{x,y} − c

)
=

1

2n− 1

(
ae

2n− 2

2n− 3
+

c(n− 2)

2n− 3

)
.

The result follows from expanding
〈
g − 2n−2

2n−3f1 +
c(n−2)
(2n−3)1,1Se

〉
. The second

statement follows as h =
∑

e∈E(K2n)

g − c
2n−11Se and

∑
e∈E(K2n)

1Se = n1. □

From this proposition and the fact that E[f1] = E[f ] = c
2n−1 , we have

(4.17) E[h] = 0.

We can now give the value of the second moment of h, provided that E[(f−f1)
2]

is “small”.

Lemma 4.6. Let ε be such that E[(f − f1)
2] =

εc

2n− 1
, then

E[h2] =
c(1− ε)(2n− 2)2

(2n− 3)2(2n− 1)
− c2(2n− 2)2

(2n− 3)2(2n− 1)2
.

Proof. Since f = 1A, is a 0–1 vector, so E[f ] = E[f2] and we have seen that
E[f1] = E[f ] = c

2n−1 . As f1 is orthogonal to f − f1, we further have

E[f2
1 ] = E[f2]− E[(f − f1)

2] = E[f ]− εc

2n− 1
=

c(1− ε)

2n− 1
.

The result now follows by using (4.16b) and (4.17). □

Lemma 4.1, and Lemma 4.6 give the bound

(4.18)
∑

e∈E(K2n)

b2e ≤ (2n− 2)

(2n− 3)
c− (2n− 2)

(2n− 3)

c2

(2n− 1)
.

We are working to find a lower bound on E[h3], and the reminder of this section
follows the method in [14] very closely. We include the details for completeness.

The next step is to give a lower bound on E[f3
1 ], and then use this bound in

Proposition 4.5. We have established the following properties of f :

(1) E(f1) = E(f) = c
2n−1 , and

(2) f takes only two values, 0 and 1.
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We will further include the assumption from Theorem 1.8, that

3. E[(f − f1)
2] =

εc

2n− 1
.

To find a lower bound on E[f3], we will apply Lemma 4.7, which is an opti-
mization result derived in [14]. This result uses the piecewise continuous function

Φ : [0, 1] → R≥0 defined by Φ := 1·1[0, θ)+0·1[θ, 1] with θ =
c

2n− 1
. We can identify

any discrete function ϕ on V (Mn) with a piecewise-continuous function defined on
[0, 1]. Simply, identify the ith element of V (Mn) with the number i

(2n−1)!! ∈ [0, 1],

and for x ∈
(

i−1
(2n−1)!! ,

i
(2n−1)!!

]
define ϕ′(x) = ϕ(i) (and set ϕ′(0) = ϕ(1)). Clearly

for any discrete ϕ on V (Mn), E[ϕ] = E[ϕ′]. If we assume the elements of V (Mn)
are ordered so the elements in A occur first, then f ′ = Φ.

We will find a lower bound on E[f3
1 ], by considering the piecewise continuous

function f ′
1 and using the following optimization lemma.

Lemma 4.7. Let θ ∈ (0, 1) and let H,L, η ∈ R≥0 be such that H > L and

η

(θ)(1− θ)
≤ (H − L)2.

Let Φ := H · 1[0, θ) + L · 1[θ, 1]. If ϕ : [0, 1] → R≥0 is a measurable function such

that E[ϕ] = E[Φ] and E[(ϕ− Φ)2] ≤ η, then

E[ϕ3] ≥ θH3+(1−θ)L3−3(H2−L2)
√
θ(1− θ)η+3 ((1− θ)L+ θH) η− 1− 2θ√

θ(1− θ)
η3/2.

Since E[(f1)3] = E[(f ′
1)

3], we will apply the above lemma with ϕ = f ′
1. We will

use the parameters

θ =
c

2n− 1
, H = 1, L = 0,

and show that f ′
1 satisfies the conditions for ϕ. First, by definition E[Φ] = θ =

c

2n− 1
and E[f ′

1] = E[f1] = E[f ] =
c

2n− 1
, so we have E[Φ] = E[f ′

1]. Next, we

have assumed that E[(f − f1)
2] =

εc

2n− 1
, and Φ = f ′, so

E[(Φ− f ′
1)

2] = E[(f − f1)
2] =

εc

2n− 1
,

thus we set η =
εc

2n− 1
. Finally, we will make the additional assumption that

ε ≤ 1
2 , as this implies ε3/2 ≤ ε1/2, and that

η

θ(1− θ)
=

εc

2n− 1
c

2n− 1

(
1− c

2n− 1

) =
1
2 (2n− 1)

2n− 1− c
≤ 1 = (H − L)2
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since c ≤ (2n− 1)/2. Now we can apply Lemma 4.7 with these parameters to get

E[f3
1 ] ≥

c

2n− 1
− 3

c
√
ε

2n− 1

√
1− c

2n− 1
+

3εc2

(2n− 1)2
−

1− 2c
2n−1√

1− c
2n−1

cε3/2

2n− 1

≥ c

2n− 1
− 3

c
√
ε

2n− 1
− c

√
ε

2n− 1

=
c

2n− 1
− 4c

√
ε

2n− 1
.

Using (4.16b) and (4.17), we have

(2n− 2)3

(2n− 3)3
E[f3

1 ] =E[h3] +
3c(2n− 2)

(2n− 1)(2n− 3)
E[h2]

+
3c2(2n− 2)2

(2n− 1)2(2n− 3)2
E[h]

c3(2n− 2)3

(2n− 1)3(2n− 3)3

=E[h3] +
3c(2n− 2)

(2n− 1)(2n− 3)
E[h2] +

c3(2n− 2)3

(2n− 1)3(2n− 3)3
.(4.19)

The above result along with Lemma 4.6 and (4.19) yields

E[h3] ≥ (2n− 2)3

(2n− 3)3
E[f3

1 ]−
c3(2n− 2)3

(2n− 1)3(2n− 3)3
− 3c(2n− 2)

(2n− 1)(2n− 3)
E[h2]

≥ (2n− 2)3

(2n− 3)3

[
c

2n− 1
− 4c

√
ε

2n− 1

]
− c3(2n− 2)3

(2n− 1)3(2n− 3)3

+
3c3(2n− 2)3

(2n− 1)3(2n− 3)3
+

3c2ε(2n− 2)3

(2n− 3)3(2n− 1)2
− 3c2(2n− 2)3

(2n− 3)3(2n− 1)2

≥ (2n− 2)3

(2n− 3)3

(
c

2n− 1
− 4c

√
ε

2n− 1
− 3c2

(2n− 1)2
+

2c3

(2n− 1)3

)
.(4.20)

Using (4.20) along with (4.15) yields

∑
e∈E(K2n)

b3e ≥ (2n− 5)(2n− 2)3

(2n− 4)(2n− 3)2(2n− 1)
c− 4

(2n− 5)(2n− 2)3

(2n− 4)(2n− 3)2(2n− 1)
c
√
ε

−
(

3(2n− 2)3(2n− 5)

(2n− 4)(2n− 3)2(2n− 1)

)
c2

2n− 1

+

(
2(2n− 5)(2n− 2)3

(2n− 4)(2n− 3)2(2n− 1)
− n(2n+ 1)

3(2n− 4)(2n− 1)

)
c3

(2n− 1)2
.

(4.21)

We now observe the following:

a) The difference between the coefficient of c in (4.18) and the above equation is
O(1/n) +O(1)

√
ϵ;

b) the difference between the coefficient of c2/(2n − 1) in (4.18) and the above
equation tends to 2 as n → ∞; and

c) the coefficient of c3/(2n− 1)2 is positive as it tends to 11/6 as n → ∞.
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Therefore, we have∑
e∈E(K2n)

b3e ≥ c−O
( c
n

)
−O(c

√
ε)−O

(
c2

n

)
,(4.22a)

∑
e∈E(K2n)

b2e − b3e ≤ O(c
√
ε) +O

( c
n

)
+O

(
c2

n

)
.(4.22b)

We will show that these equations prove that A is close to being a union of
round(c) stars, the first step is to show that these two equations force c to not be
too small.

Lemma 4.8. We have

c1/2 ≥ 1−O

(
1

n

)
−O(

√
ε).

Proof. The statement is clearly true for any c > 1, so without loss of generality
assume c ≤ 1. From (4.18), we have for n sufficiently large,

(4.23)
∑

e∈E(K2n)

b2e ≤ c+
c

2n− 3
≤ c

2n− 2

2n− 3
≤ c

(
1 +O

(
1

n

))
.

Now by monotonicity of p-norms, we have

∑
e∈E(K2n)

b3e ≤

 ∑
e∈E(K2n)

b2e

3/2

≤ c3/2
(
1 +O

(
1

n

))
.

Using this, with (4.22a), we have

c3/2(1 +O

(
1

n

)
≥ c−O

( c
n

)
−O(c

√
ε)−O

(
c2

n

)
,

and thus

c1/2 ≥ 1−O

(
1

n

)
−O(

√
ε).

□

This result can be used to simplify the bounds in (4.22a) and (4.22b).

Corollary 4.9. Provide that n is sufficiently large and ε is sufficiently small, then

∑
e∈E(K2n)

b3e ≥ c−O(c2
√
ε)−O

(
c2

n

)
,(4.24a)

∑
e∈E(K2n)

b2e − b3e ≤ O(c2
√
ε) +O

(
c2

n

)
.(4.24b)

Proof. For n sufficiently large and ε is sufficiently small, using Lemma 4.8, we have
c ≥ 1

2 . Thus we can use the inequality c ≤ 2c2 in (4.22a) and (4.22b) to yield the
corollary. □
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Our goal is to show that each of the parameters be is either close to 1, or close
to 0. To do this, define the sequence (x1, x2, . . . x(2n2 )

) be the arrangement of

the parameters be in non-increasing order. We will show that the first round(c)
elements of the sequence are close to 1. Using (4.24b), proceeding as in § 3 of [14],
we obtain a lower bound on the sum of the first c elements in the sequence. The
proof of this is essentially same as that of [14, Equation (39)]. We include it for
completeness.

Lemma 4.10. Provided n is large enough and ε is small enough, we have

round(c)∑
i=1

xi ≥ round(c)−O(c2
√
ε)−O

(
c2

n

)
,

|c− round(c)| ≤ O(c2
√
ε) +O

(
c2

n

)
.

Proof. By the definition of the parameters be, we have − c
2n−1 ≤ xi ≤ 1− c

2n−1 , for

all 1 ≤ i ≤
(
2n
2

)
. So we can set m to be the largest index i such that xi ≥ 1

2 . The
first step in this proof is to show that the equation holds when round(c) is replaced
with m.

As xj ≤ 1/2 for j > m, we have

m ≥
∑
i≤m

x2
i

≥
(2n2 )∑
i=1

x2
i −

∑
j>m

x2
j

≥
(2n2 )∑
i=1

x2
i − 2

∑
j>m

x2
j (1− xj)

≥
(2n2 )∑
i=1

x2
i − 2

(2n2 )∑
i=1

(x2
j − x3

j )

=

(2n2 )∑
i=1

x3
i −

(2n2 )∑
i=1

(x2
j − x3

j ).

Now using (4.24a) and (4.24b), we have

(4.25) m ≥ c−O(c2
√
ε)−O

(
c2

n

)
Further, (4.24b) and the fact that 1 ≤ 4x2

i for all i ≤ m, imply

m−
m∑
i=1

xi =

m∑
i=1

1(1− xi) ≤ 4

m∑
i=1

x2
i (1− xi) ≤ O(c2

√
ε) +O

(
c2

n

)
,

thus,

(4.26)

m∑
i=1

xi ≥ m−O(c2
√
ε)−O

(
c2

n

)
.
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Since xi ≥ 1/2 for all i ≤ m, we have x2
i ≥ 2xi−1. Now, using (4.23) and (4.26),

we have

c+O
( c
n

)
≥

m∑
i=1

x2
i ≥ 2

(
m∑
i=1

xi

)
−m ≥ m−O

(
c2
√
ε
)
−O

(
c2

n

)
.

Combining the above inequality with (4.25), we have

(4.27) |c−m| ≤ O(c2
√
ε) +O

(
c2

n

)
.

We will now show that (4.26) is true upon replacing m with round(c). Next
we will show that the equation holds when m is replaced with an integer m′ with
|c−m′| < 1. We split this into two cases.

Case 1: c ≤ m.

We set m′ = ⌈c⌉, c ≤ m′ ≤ m. As (xi)
(2n2 )
i=1 is a non-increasing sequence, we have

1
m

m∑
i=1

xi ≤ 1
m′

m′∑
i=1

xi. Therefore by (4.26), we have

m′∑
i=1

xi ≥
m′

m

(
m−O(c2

√
ε)−O

(
c2

n

))
≥ m′ −O(c2

√
ε)−O

(
c2

n

)
.

Case 2: c > m.
In this case, set m′ = ⌊c⌋, so m ≤ m′ ≤ c. As xi ≥ − c

(2n−1) , using (4.26), we

have

m′∑
i=1

xi ≥
m∑
i=1

xi + (m′ −m)
−c

(2n− 1)

≥
(
m−O(c2

√
ε)−O

(
c2

n

))
− m′c

2n− 1

≥ m′ − (m′ −m)−O(c2
√
ε)−O

(
c2

n

)
− m′c

2n− 1

≥ m′ − (c−m)−O(c2
√
ε)−O

(
c2

n

)
− c2

2n− 1
, since m′ ≤ c

≥ m′ −O(c2
√
ε)−O

(
c2

n

)
,

with the last inequality following from (4.27).
In both cases, m′ is between c and m, so (4.27) is true even after replacing m

with m′; so, in both cases, we have an integer m′ which satisfies

|c−m′| < min

{
1, O(c2

√
ε) +O

(
c2

n

)}
(4.28a)

m′∑
i=1

xi ≥ m′ −O(c2
√
ε)−O

(
c2

n

)
.(4.28b)

Finally, we need to show that (4.26) holds when m is replaced by round(c). If
round(c) = m′, then both statements in the lemma hold true (the second statement
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follows from (4.28a)). So we need to consider the cases round(c) = m′ + 1 and
round(c) = m′ − 1, in either case (4.28a) implies

(4.29) 1 = |m′ − round(c)| ≤ 2|m′ − c| ≤ O(c2
√
ε) +O

(
c2

n

)
.

Case a. round(c) = m′ + 1
Since xround(c) ≥ −c/(2n− 1), using (4.28b) and (4.29), we have

round(c)∑
i=1

xi ≥
m′∑
i=1

xi −
c

(2n− 1)

≥ m′ −O(c2
√
ε)−O

(
c2

n

)
≥ round(c)−O(c2

√
ε)−O

(
c2

n

)
.

The second inequality is true as by Lemma 4.8, we have c ≤ 2c2 for n large enough
and ε small enough.

Case b. round(c) = m′ − 1
As xm′ ≤ 1, we have

round(c)∑
i=1

xi ≥
m′∑
i=1

xi − 1

≥ m′ − 1−O(c2
√
ε)−O

(
c2

n

)
= round(c)−O(c2

√
ε)−O

(
c2

n

)
.

The second statement in the lemma holds from (4.28a) and the fact that |c −
round(c)| ≤ |c−m′|. □

We are now ready to prove Theorem 1.8.

Proof of Theorem 1.8. Let Z be the round(c)-set of edges in K2n such that {be :
e ∈ Z} = {xi : i ∈ [1, . . . , round(c)]}. Using the definition of the parameters xi

and Lemma 4.10, we have

∑
e∈Z

|A ∩ Se| ≥ (2n− 3)!!

round(c)∑
i=1

xi

≥ (2n− 3)!!

(
round(c)−O(c2

√
ε)−O

(
c2

n

))
.
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Set B =
⋃
e∈Z

Se. By (4.1), for any two edges e, f, |Se ∩ Sf | ≤ (2n− 5)!!, thus,

|A ∩B| ≥
∑
e∈Z

|A ∩ Se| −
(
round(c)

2

)
(2n− 5)!!

≥ (2n− 3)!!

(
round(c)−O(c2

√
ε)−O

(
c2

n

))
−O

(
c2

n

)
(2n− 3)!!

≥ (2n− 3)!!

(
round(c)−O(c2

√
ε)−O

(
c2

n

))
.

As |A| = c(2n− 3)!! and |B| = round(c)(2n− 3)!!, we have

A∆B = |A|+ |B| − 2|A ∩B|

≤ c(2n− 3)!! + round(c)(2n− 3)!!− (2n− 3)!!

(
round(c)−O(c2

√
ε)−O

(
c2

n

))
=

(
O(c2

√
ε) +O

(
c2

n

))
.

where the last equation uses Lemma 4.10, that is |c−round(c)| ≤ O(c2
√
ε)+O

(
c2

n

)
.

This proves our theorem when n is sufficiently large, for a choice of sufficiently
small ε0. For a fixed n0 and ε0, we can choose a sufficiently large absolute constant
C0 so that the result is true for all n ≤ n0. □

5. Proof of Theorem 1.9

Let S be an independent set in G = Mn of size c(2n−3)!! with c ≤ 1. Let k, τ, µ
be as in Proposition 2.5. We have from Lemma 2.2 and (2.2) that

−τ =
−dn

2(n− 2)
=

(2n− 1)!!

2n− 2

(
1√
e
+ o(1)

)
, −µ = O((2n− 5)!!).

Together these imply µ− τ ≥ |τ |/2. Since S is independent, we have E (S) = 0, so
applying Lemma 2.5, we have

∥1S − ProjU (1S)∥2 ≤ c(1− c)

(2n− 1)

|τ |
µ− τ

≤ 2(1− c)c

(2n− 1)
.

By Theorem 1.8, there are absolute constants C0 and κ ≤ 1 such that for any
independent set S of size c(2n− 3)!! with c ≥ κ, there is an edge f ∈ E(K2n) such
that

|S∆Sf | ≤ C0c
2(2n− 3)!!

(√
(2(1− c) +

1

2n− 1

)
.

Given ϕ > 0, we can pick a c(ϕ) < 1 such that for any c ∈ [c(ϕ), 1], we have

C0

(√
(2(1− c) +

1

2n− 1

)
< ϕ,

for all n ≥ 3. We have now proved the following.

Lemma 5.1. Given ϕ > 0, there exists a c(ϕ) such that the following holds. If S
is an independent set in Mn of size c(2n− 3)!! with 1 ≥ c ≥ c(ϕ), then there is an
edge f in K2n such that

S∆Sf ≤ ((2n− 3)!!)ϕ.
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Proof of Theorem 1.9. Pick some 0 < ϕ < 1√
e
, and c(ϕ) be as in Lemma 5.1. Then

for any independent set of size c(2n− 3)!! with c ≥ c(ϕ), there is an edge f of K2n

such that

(5.1) S∆Sf ≤ (2n− 3)!!ϕ.

We will now show that the above inequality implies S ⊂ Sf when n is sufficiently
large. We assume the contrary, that is, there is a perfect matching P ∈ S that does
not contain the edge f. Using Theorem 2.3, P has −τ neighbours in Sf . Therefore,
since S is an independent set, we have

(5.2) |Sf \ S| ≥
dn

(2n− 2)
.

From (5.1) and (5.2), we arrive at the following contradiction

1√
e
> ϕ >

S∆Sf

(2n− 3)!!
≥ |Sf \ S|

(2n− 3)!!

dn

(2n− 3)!!(2n− 2)
>

dn

(2n− 1)!!
=

1√
e
+ o(1).

Thus our assumption is false. □
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theorem. Random Structures & Algorithms, 62(1):3–28, 2023.
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PhD thesis, University of Regina, Regina, 2022.

[35] Murali K. Srinivasan. The perfect matching association scheme. Algebr. Comb., 3(3):559–591,
2020.

[36] Richard P Stanley. Enumerative combinatorics volume 1 second edition. Cambridge studies

in advanced mathematics, 2011.
[37] Tuan Tran and Shagnik Das. A simple removal lemma for large nearly-intersecting families.

Electronic Notes in Discrete Mathematics, 49:93–99, 2015.



36 K. GUNDRSON, K. MEAGHER, J. MORRIS, V.R.T PANTANGI, AND M.N. SHIRAZI

Department of Mathematics, University of Manitoba, Winnipeg, Manitoba R3T 2N2,

Canada

Email address: Karen.Gunderson@umanitoba.ca

Department of Mathematics and Statistics, University of Regina, Regina, Saskatchewan

S4S 0A2, Canada
Email address: karen.meagher@uregina.ca

Department of Mathematics and Computer Science, University of Lethbridge, Leth-

bridge, Alberta T1K 3M4, Canada
Email address: joy.morris@uleth.ca

Department of Mathematics and Statistics, University of Regina, Regina, Saskatchewan
S4S 0A2, Canada

Email address: pvrt1990@gmail.com

Department of Mathematics, University of Manitoba, Winnipeg, Manitoba R3T 2N2,

Canada

Email address: mahsa.nasrollahishirazi@umanitoba.ca


	1. Introduction
	2. Notation, Background, and Preliminary results.
	2.1. The graphs n and Mn.
	2.2. Isoperimetry Results

	3. Proofs of Theorems 1.4 and 1.5.
	4. Proof of Theorem 1.8.
	5. Proof of Theorem 1.9
	References

