Math 1410-Solutions for Assignment 9
Submitted Friday, December 2, 2005
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1. (a) Verify thatthe three vectors = (72, 0, 72) V= (737 75 73)
-1 2 1
w=|—=, —, — ] form an orthonormal basis fd&3.
B (ﬂs V6 6)

Solution:

We need to show that each pair of vectors is orthogonal and that each
vector has a length/magnitude/norm of 1. There are two ways of do-
ing this.

Method 1: Verify the orthogonality of each pair of vectors separately
and calculate the length of each vector separately.

ot - (BB r0r (D) - A4 -0

sou = () (@) 0+ (A () - o -0

Therefore, {u, v, w} is an orthonormal basis fd&2.


Hadi Karaghani
Note
Please note that the actual solution is not this long. Sean is giving a detailed solution to help you with the understanding of the problems. So, don't get scared!! Watch for Tips!


Method 2: Form a 3x 3 matrixM whose rows are the three vectors

and verify thatMM! = 1.
-1 o _Ly3r-i L =179
V2 vz || V2 VB Ve
11 -l o L 2
3 VB V3 V3
-1 2 1 1 -1 1
L V6 V6 el Lz Va3 Ve
-1 1 1 1 -1 1
2712 V6~ V6 Viz iz
1 1 1 1 1 -1 2 1
= | Ve Ve 3t3ts Vis T Vs T Vis
-1 1 -1 2 1 1 4 1
L vzt vz vis T vis T Vs 6766 |
(1 00
= 01 0.
(001

Thus, {u, v, w} is an orthonormal basis fd@&3.

(b) Express the vector§l,—3, 4) and (2, 1, 2) as linear combinations
of the above basis.

Solution:

Let a=(1,-3,4) andb=(2, 1, 2). Then,

@ a= (@oUuu+ (@oVv)Vv+ (@aoww
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Note
Tip: Note that you may first "adjust" your vector and then do this. "Adjusting" vectors may make your computations easier.


2.

Similarly,

(a) Use the Gram-Schmidt process to orthonormalize the vectors

Solution;

b= (bouwu+ (bov)v+ (boww

(1,1,1,1), (1, 1,1,-1), (1, 2, 2, 0).

Letv; = (1,1, 1,1), v, = (1,1, 1,-1) andv; = (1, 2, 2, 0),
and let S={vq, v4, v;}. Then, we defineu;, u,, and u; by

\_/1 = (la 17 17 1)7

i _ oo0u
Vo = Proj, Vo = Vo = oy U

1+1+1-1
(17 la 17_1) - 11111_0_1 (1> 17 17 l)
1 1 1 1
(17 15 17_1) - (?7 2y 2 2)

(33 3-3), and  &F)

V3 — Proj, Vz — projy,Vvs

V3olU Vzolp
Va = oy M1 T hou W2
) 5¢(1 1 1 3
(1, 2,2 0) — Z(l, 1,1,1) — E(E’ 3, §>_2)
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Note
Tip: If you "adjust" this vector, i.e. if you replace this vector with (1,1,1,-3), you will find the next computation easier. 
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Note
Do this computation again with the adjusted vector to see if it is more to your liking. Some of us like to work with integers, if possible, all the time.


(b)

We have obtained an orthogonal bagis;, u,, us}. We now find an
orthonormal basis{w;, w,, ws} by normalizingu;, u,, and us.

This computation may be simplified by first finding (non-zero) scalar
multiples of u;, uU,, and us that have integer components and then

normalizing these new vectors. In other words, we can normalize
g, = W = (1, 1, 1, 1), g9, = 2u = (1, 1, 1,-3), and

g, = 3u3 = (=2, 1, 1, 0) to obtain

1 1 111 1
len_glzﬁ(l’l’ 11 = (?7 20 2 ?)a

Then, {w;, w,, wg} is an orthonormal basis of the span &f
Use part (a) to see if the vectdd, 2, 2,—2) isin

spaf (1, 1,1, 1), (1,1, 1,-1), (1, 2, 2, 0)}.

Solution:

Leta = (1,2 2,-2) andb = (1, 2, 4,-2).

There are two ways of using part (a) to determine whichaofand
b are in the span o5, For part (b), one method will be used, and for
part (c), the other method will be used.



We begin by calculating the projection af onto the span ofS using
its orthonormal basigw;, w,, ws}:

proj,,a + proj,a + proj,.a

= (@ow) W + (@0 W) Wy + (a0 Ws) Wa

_ 3¢1 111 11 1 1 1 -3 2(-2 1 1
= - 33359+ (kv v ) A (B30

= G331+ B9 +(5330
= (1,2 2-2).

Since a is equal to its own projection onto the span&f a must be
in the span ofS,

(c) Repeat part (b) for the vectqd, 2, 4,—2).
Solution:

This time we calculate the projection of bf onto the span ofs using
its orthogonalbasis{gl, 9, 93}:

projg, b + projg_b + proj b

_ bog bog, bog,
- 9109191—1—9209292—1_%0%93

= _ FLLLY)+ B(L11-3)+ %(-2110
_ (5 5 5 5 13 13 13 13 4 2 2
- G232+ (@ 3) (5550

= (1,3, 3,-2).

Since b is not equal to its projection onto the span §f b is not in
the span ofS.
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Note
Tip: You may do this part with the adjusted vectors. This, again, may make your computation easier.
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Note
Tip: Of course, you can use the adjusted vectors here too.


3.

(a) Find the eigenvalues of the matrix

3 00
A=|01 3
0 31

Solution:

The eigenvalues o are the values of the scalafor which the equa-
tion AXx = Ax has a non-zero solution for the column vector

The equation above may be rewritten Aa— Ax = 0, which in turn
becomes(A—Al)x = 0. For a fixed value ok, this equation repre-
sents a homogeneous linear system. This system will have a non-zero
solution exactly when its coefficient matrix is not invertible. In other
words, there is a non-zero solution ferexactly when the determinant

of A—Al isO.

Consequently, to find the eigenvaluesfofwe calculate the determi-
nant of A—Al, setit equal to O, then solve far

|A — Al
[3 0 0]
= 01 3| —A
0 31

2 || [

O O
ol o]
= OO

= O
w o

0 31
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Note
These three steps tell you the reason for inserting  " minus lambda" on the diagonal. Of course, you may skip these steps and start with finding the determinant. 


(b)

_ (3_)\)‘14\ 3 ‘

3 1-A

— (3-1)) [(1—2\)2—32]

= (3=AN)[1-A-A—A2—9
= (B3-AN)[A2—-2A-§]

= B-=N[A=-4)(A+2)].

The above expression, which is a polynomialijris equal to 0 when
A is 3, 4, or—2. Thus, the eigenvalues Afare 3, 4, and-2.

Find a basis for each of the eigenspaces of the mAtrix
Solution:

An eigenspace of a matri® is the solution set of the linear system
(B—Al)x = 0, whereA is an eigenvalue oB. Since the matriA
above has three eigenvalues, it will have three eigenspaces.

To find the basis of each eigenspacefpive solve each of the three
linear systems obtained by replacix@ the equation A— Al)x = 0 with
an eigenvalue oA.

A = 3: The augmented matrix for the systepA—3l)x = 0 is

3-3 0 0 |0
0o 1-(3 3 |0
0 3 1-(3) |0
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Note
Tip: You may use the second identity to break the second factor in the second equation (the way I did it in the class). You may find this easier to remember.


[0 0 0|07
= = 0 —2 3|0
|0 3 -2|0]
N [0 3 —2]0]
R1+— R3 _8_(2) gg_
N 0 1 1]0
R2+R1 8_338
N [0 1 1/0]
RIR2 | o old
N [0 1 1/0]
®2 |50 00
N [0 1 0/0]
R24RL [0 0 ol7

X
The general solution to this systemisy ]
)

-

A = 4: The augmented matrix for the systepA—4l)x = 0 is

z
so the basis of this eigenspace{igl, 0, 0

}

3-(4 0 0 |0
0o 1-(4 3 |0
[ 0 3 1-(4) o]
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Note
Note that the determinant of the matrix 
-2  3
3  -2       is non-zero. So the matrix in invertible and thus its REF is 
1  0
0  1.
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-1 0 0|0
= 0 -3 3|0
| 0 3 3|0
N [ -1 0 0|0
0 -3 3|0
R2+R3 0 0 00
~ 1 0 0|0
—R1 01 -1/0/{.
-iR1 [0 0 0|0
X 0 0
The general solution to this system|isy | = z| =z| 1],
z z 1

so the basis of this eigenspace{i&l, 0, 0)}. E}

I
o
&

A = —2: The augmented matrix for the systefA — (—2)I) x

I

()
wwo

w
ooo

ol
o
o
o

(Nl
A
N
o
o
o
o
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Note
Did you notice the typo (or deliberate) error? The basis is {(0,1,1)}. It is good to be always on the watch!
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()

(d)

X 0 0
The general solutionto thissystemlisy | = | —z | =z { -1 ] ,

z z
so the basis of this eigenspace{i€©, -1, 1)}.

Orthonormalize the vectors found in (b) by applying the Gram-Schmidt
process, if necessary.

Solution:

The vectorg1, 0, 0), (0,—1, 1), and(0, 1, 1) are already orthogonal,
so we do not need to use the Gram-Schmidt process. We do need to
normalize these vectors, however:

ooy (1 0.0) = 1(1,0,0) = (1,0,0),

SIH

1 -1
o 01D = 50-11 = (0.74,3).
1 _ 1 1
0,11 = (0424)
Use the vectors found in (c) to form an orthonormal maidiago-
nalizing A.

and o LD 0,1,1) =

Solution:

P is a 3x 3 matrix whose columns are the vectors found in (c) i.e.
[1 0 0]

p=|0

S
Sl

Sl
Sl

10
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Note
Tip: This is always true for symmetric matrices. Eigenvectors corresponding to different eigenvalues are always orthogonal.
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We now verify thatP diagonalizes;:

a9t -

1 0 O 1 0 O
-1 1 300 -1 1
PAP= | 0 5 &5 013||0F% 5
0 31
1 1 1 1
10 7% 7 0 % 7
1 0 O01][3 0 0]
-1 1 2 4
= |92 %% %2 »%
1 1 -2 4
0% #]1% %~
[ 3 00
= 0 -2 0| =D
|0 0 4

D is a diagonal matrix, sB diagonalize\.

(e) Find the entry in the first row and first column/Af.
Solution:
Since P'PP =1 andPis square,P~* = P'. Then,P'AP=D
— P(P'AP)P! = P(D)P!
— A = PDF
= — A% = (PDP)(PDP) = PD?P!

— A3 = (PD?P')(PDFP') = PD%P!, etc.

11
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Note
Note that the theory guarantees 
the middle products and you do not need to check it. We have just done the product to show you that it indeed confirms the theory.

Hadi Karaghani
Note
Of course, no need for you to do these steps . Once something is "proven" in the class you may use it as a fact. However, these steps may help giving you confidence that you are on the right track. 


Continuing, we obtainA” = PD"P'. Thus, A’ = PD’P!

1 0 0] 1 0 0]
-1 1 3007 -1 1
= 1% a||0-200 0% %
0 0 4
1 1 1 1
0% 5 0 % &
1 0 0] 1 0 0]
-1 1 3 0 0 -1 1
= |0% #||0 20|05 7
o o0 4«
o -t _1 o -t _1
Y 2 V2 Y 2 V2
1 0 07[3 0 0]
-1 1 21 o7
= |9% 2|]|°% 7 &
11 4 4
0% #2110 5 5.
(37 0 0 |

_ o =—2+4’ 2044 E]
- 2 2 :

o 24 244
2 2

So, the entry in the first row and first columnAfis 37, or 2187.

4. Repeat Problem 3 for the matrix
12 O
A=|21 O0].
0 0 -1

12
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Note
In order to find the entry in the first row and first column you do not need to find all of the matrix. Just try to see how much of the computation is needed. Not this much! Try it.


(a) Find the eigenvalues of the matrix

12 O
A=|21 0].
0 0 -1

As in Problem 3, we calculate the determinantfdf Al, set it equal
to 0, then solve foh.

Solution:

A — Al

1-A 2
2 1-A

— (—1—)\)‘

— (~1-M) [(1-)@2—22}
= (“1-N[1-A—2)(1-A+2)]
= (-1-N)[(-1-7N)(B3-7)]

= (1+M)2(B=N\).

The above polynomial is equal to O whanis —1 or 3. Thus, the
eigenvalues oA are—1 and 3.

13
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Note
Please again notice that the first and the second step is to tell you the reason for inserting "minus lambda" on the diagonal. You may start just from this line of the solution.


(b) Find a basis for each of the eigenspaces of the maAtrix
Solution:

As in Problem 3, we find the basis of each eigenspac lo§ solv-
ing both of the linear systems obtained by replading the equation
(A—Al)x = 0 with an eigenvalue oA.

A = —1: The augmented matrix for the systefA— (—1)1)x = 0 is

N
N
o o
o o

R1

NI

=
=
o
o

~Y

—2R1+R2

o
o
o
o

o
o
o
o

The general solution to this system is

HEHREBEH

so the basis of this eigenspacefis-1, 1, 0), (0, 0, 1)}.

14
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Note
Tip: Keep in mind that if the eigenvalue is repeated two times, then you should be able to find a basis consisting of two vectors. Always check to see that the eigenvectors corresponding to different eigenvalues are orthogonal.


A = 3: The augmented matrix for the systefA—3l)x = 0 is

1—(3) 2 0 0
2 1-(3) 0 0
0 0 —-1-(3)|0
-2 2 0]0
- 2 -2 0]0
| 0 0 -40
~ (1 -1 0/0]
—%m 2 -2 0/0
—1R3 |0 0 1/0 ]
(1 -1 0|01
0O 0 0|0
—2R1+R2 0 010
N (1 -1 0|01
0 010
R2 —— R3 _0 0 00_

X y 1
The general solution to this system{sy ] = [ y ] =y [ 1
z 0 0

so the basis of this eigenspace{i€l, 1, 0)}.

15



(c) Orthonormalize the vectors found in (b) by applying the Gram-Schmidt
process, if necessary.

Solution:

Like the vectors in Problem 3, the vectars1, 1, 0), (0, 0, 1), and
(1, 1, 0) are already orthogonal, so we just need to normalize them:

! = 1 _ (=1 1
m(_17 17 0) - 7§<_1, :I.7 O) == (72,72, ))

m (0,0,1) = 1(0,0,1) = (0,0, 1), and
#(1 1 o)zi(l 1,0) = <_1_10>
H(l_‘ 17 O)H ) ’ \/é ) ) ﬁaﬁa

(d) Use the vectors found in (c) to form an orthonormal maiigiago-
nalizing A.

Solution:

As in Problem 3, the columns éfare the vectors found in (c) i.e.

0

S
Sl

S p—

Sl
Sl

o
=
o

16
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Note
You notice that you have different choices in deciding on the shape of the matrix P. For example you may switch the first column and the second etc. This does not affect the next steps, except of course, the order of the diagonal entries of D changes.


We now verify thatP diagonalizes;:

PIAP =

Solution:

S

o Nl

ST KR

Sl

I
O

0

o
Sl

[EEN

o §|H

S

St

o

o

1

0

Tt

00
-1 0

0

0 3

ON -

Sl

ST AR

oOFr N

]D.

D is a diagonal matrix, sB diagonalize\.

= oo

Sleo

o §|w

S

ST

(e) Find the entry in the first row and first column/Af.

St

o §|»—‘

As shown in Problem 3A" = PD"P'. Thus, A’ = PD’P!

S

Sl

o

0

St

S

o

17

¥

0

0
-1
0

0
0
3

S

St

]7

o

0

St

o %L—\

Tt
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Note
Again no need to do this long multiplications. You may write the first and the last matrices right away.


[ =1 o 17 [ =1 _1
2 V2 V2 V2
-1 0 O
1 1
— 1 o0 1 0O -1 0 0O O
v2 v2 0 0 %
1 1
_010_ 2 2
— 17 1 -1 _
0%z vw °
_ 1 1 _
— ﬁo72 0 0 1
3’ 3’
010l v 9.
[ 1437 143 T
> 5 0
— 1+37 1+37
— + Zr 0
i 0 0 —1_

So, the entry in the first row and first columnAf is

-1+3" 142187 2186

> = > > = 1093

18



Hadi Karaghani
Note
Again you do not need to find all the entries here. Think and find out how to cut the volume of computations here. 




