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Abstract

Although it is known that the maximum number of variables in two amicable orthog-
onal designs of order 2np, wherep is an odd integer, never exceeds 2n+2, not much
is known about the existence of amicable orthogonal designslacking zero entries
that have 2n+2 variables in total. In this paper we develop two methods to construct
amicable orthogonal designs of order 2np wherep odd, with no zero entries and with
the total number of variables equal or nearly equal to 2n+2. In doing so, we make a
surprising connection between the two concepts of amicablesets of matrices and an
amicable pair of matrices. With the recent discovery of a link between the theory of
amicable orthogonal designs and space-time codes, this paper may have applications
in space-time codes.
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1 Preliminaries

A complex orthogonal designof ordernand type(s1,s2, . . . ,sk) denotedCOD(n;s1,s2, . . . ,

sk) in variablesx1, x2, . . ., xk, is a matrixA of ordern with entries in the set

{0,ε1x1,ε2x2, . . . ,εkxk},

∗Both authors are supported by an NSERC Discovery Grant - Group.
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whereε j ∈ {±1,±i} for each j, which satisfies

AA∗ =
k

∑
j=1

(sjx
2
j )In,

whereA∗ denotes the conjugate transpose ofA and In is the identity matrix of ordern.
A complex orthogonal design in whichε j ∈ {±1} for all j is called a (real) orthogonal
design and is denotedOD(n;s1,s2, . . . ,sk).

An amicable pair of complex orthogonal designs

ACOD(n;s1,s2, . . . ,sk; t1, t2, . . . , tl)

of ordern and type(s1,s2, . . . ,sk; t1, t2, . . . , tl) consists of two complex orthogonal designs
A andB with

A = COD(n;s1,s2, . . . ,sk)

and
B = COD(n; t1, t2, . . . , tl)

such thatAB∗ = BA∗. In the case of (real) orthogonal designs, that is, when no complex
entries are present we use the notationAOD(n;s1,s2, . . . ,sk; t1, t2, . . . , tl) instead. An ami-
cable pair of orthogonal designs can be used to generate orthogonal designs. We refer the
reader to [3, pages 262, 267] and [6, Section 2.] for details.

A well-known method introduced by Goethals and Seidel in 1967 [4], and subse-
quently extended by Kharaghani [11] has been extensively used to construct orthogonal
designs. LetB j , j = 1,2,3,4 be circulant matrices of ordern with entries in{0,±x1,±x2,
. . ., ±xk} satisfying

4

∑
j=1

B jB
t
j =

k

∑
j=1

(sjx
2
j )In. (1)

Then the Goethals-Seidel array

GS=









B1 B2R B3R B4R
−B2R B1 Bt

4R −Bt
3R

−B3R −Bt
4R B1 Bt

2R
−B4R Bt

3R −Bt
2R B1









gives anOD(4n;s1,s2, . . . ,sk), whereR is the back-diagonal identity matrix, that is,R=
[r jk] wherer jk = 1 if j +k= n+1 and 0 otherwise. See [3, page 107] for details. Matrices
B j , j = 1,2,3,4 satisfying equation (1) are calledtype(s1,s2, . . . ,sk).

It is theoretically impossible to extend the Goethals-Seidel array to an array of order
eight without imposing any restrictions on the matrices. One way to restrict variables is as
follows. A pair of matricesA, B is said to beamicableif ABt −BAt = 0, andanti-amicable
if ABt +BAt = 0. A set{A1,A2, . . . ,A2m} of square real matrices is said to beamicableif

m

∑
j=1

(Aσ(2 j−1)A
t
σ(2 j)−Aσ(2 j)A

t
σ(2 j−1)) = 0
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for some permutationσ of the set{1,2, . . . ,2m}. We say thatAσ(2 j−1) matcheswith
Aσ(2 j). Clearly a set of mutually amicable matrices is amicable, but the converse is not
true in general.

Kharaghani [11] was able to extend the Goethals-Seidel array to an array involving
eight variables, which permits the use of an amicable set of eight matrices. A set of
matrices{A, Ã,B, B̃,C,C̃,D, D̃} is said to bespecial amicableof type(s1, s2, s3, s4; t1, t2,
t3, t4) if:

• {A, Ã,B, B̃,C,C̃,D, D̃} is amicable whereX matchesX̃ for eachX ∈ {A,B,C,D},

• A,B,C,D are type(s1,s2,s3,s4) in variablesx1,x2,x3,x4, and

• Ã, B̃,C̃, D̃ are type(t1, t2, t3, t4) in variablesy1,y2,y3,y4.

As a nice application of special amicable sets of matrices, it can be shown that each
special matching leads to aninfinite family of orthogonal designs. In Theorem 1 we give
a different surprising application.

2 Amicable pairs of orthogonal designs

In this section we introduce a method to generate many classes of amicable pairs of full
(no zero entries) orthogonal designs with a maximum number of variables for the first
time.

Theorem 1. If there is a special amicable set of circulant matrices of order n and type
(s1,s2,s3,s4; t1, t2, t3, t4) then there exist:

AOD(8n; s1,s2,s3,s4; t1, t2, t3, t4)

and
AOD(8n; 2s1,2s2,2s3,2s4; 2t1,2t2,2t3,2t4).

Proof. Let{A, Ã,B, B̃,C,C̃,D, D̃} be the special amicable set of matrices whereA matches
with Ã, B with B̃, etc.,AAt +BBt +CCt +DDt = (s1x2

1 +s2x2
2 +s3x2

3 +s4x2
4)In andÃÃt +

B̃B̃t +C̃C̃t + D̃D̃t = (t1y2
1 + t2y2

2 + t3y2
3+ t4y2

4)In. Let N = I4⊗ARandÑ = I4⊗ ÃRwhere
R is the ordern back-diagonal identity matrix. Set

M =









0 B C D
−B 0 Dt −Ct

−C −Dt 0 Bt

−D Ct −Bt 0









,

M̃ =









0 B̃ C̃ D̃
−B̃ 0 −D̃t C̃t

−C̃ D̃t 0 −B̃t

−D̃ −C̃t B̃t 0









.
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Consider the 2 by 2 matrices,

I =

(

1 0
0 1

)

, S=

(

0 1
1 0

)

, P=

(

0 1
− 0

)

, andQ= PS=−SP=

(

1 0
0 −

)

.

Let

U = N⊗ I +M⊗S,

Ũ = Ñ⊗Q+ M̃⊗P.

ThenU , Ũ form a pair of amicable orthogonal designs

AOD(8n; s1,s2,s3,s4; t1, t2, t3, t4),

as we now show. The fact thatU is anOD(8n; s1,s2,s3,s4) follows sinceUU t = (NNt +
MMt)⊗ I +(NMt +MNt)⊗S; hereNNt +MMt = I4⊗ (AAt +BBt +CCt +DDt) = I4⊗
(s1x2

1 + s2x2
2 + s3x2

3 + s4x2
4)In by assumption, whileNMt + MNt = 0 sinceNMt is skew

(which can be established by using the fact that products such asARBare symmetric).
A similar argument shows that̃U is anOD(8n; t1, t2, t3, t4). To show thatUŨ t = ŨU t

we expand the productUŨ t to see how the fact that the matrices form an amicable set of
matrices is used. First note that

UŨ t = (NÑt +MM̃t)⊗Q− (MÑt +NM̃t)⊗P.

We need to show thatUŨ t is a symmetric matrix. SinceQ is a symmetric matrix andP is
skew, we need to show that the matrixNÑt +MM̃t =








f (A,B)+ f (C,D) −CD̃+DC̃ BD̃−DB̃ −BC̃+CB̃
DtC̃t −CtD̃t f (A,B)−g(C,D) BC̃t +CtB̃ BD̃t +Dt B̃
−DtB̃t +BtD̃t CB̃t +BtC̃ f(A,C)−g(B,D) CD̃t +DtC̃
CtB̃t −BtC̃t DB̃t +BtD̃ DC̃t +CtD̃ f (A,D)−g(B,C)









where f (X,Y) = XX̃t +YỸt andg(X,Y) = XtX̃ +YtỸ is symmetric and the matrix

MÑt +NM̃t =









0 BRÃt −ARB̃t CRÃt −ARC̃t DRÃt −ARD̃t

−BRÃt +ARB̃t 0 DtRÃt +ARD̃ −CtRÃt −ARC̃
−CRÃt +ARC̃t −DtRÃt −ARD̃ 0 BtRÃt +ARB̃
−DRÃt +ARD̃t CtRÃt +ARC̃ −BtRÃt −ARB̃ 0









is skew. Noting that all the matricesA,B,C,D, Ã, B̃,C̃, D̃ are circulant, we must only show
that each of the diagonal blocks ofNÑt + MM̃t are symmetric, and this reduces to the
single requirement that:

AÃt − ÃAt +BB̃t − B̃Bt +CC̃t −C̃Ct +DD̃t − D̃Dt = 0.

But this is exactly the requirement that the matrices{A, Ã,B, B̃,C,C̃,D, D̃} form an ami-
cable set of matrices whereA matches withÃ, B with B̃, etc. This completes the proof of
the first part.
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For the second part of the theorem we take:

U = N⊗H +M⊗SH,

Ũ = Ñ⊗QH + M̃⊗PH,

whereH =

(

1 1
1 −1

)

. The rest of the proof is similar to the proof of the first part of

the theorem.

Remark 1.

• We have found many special amicable sets of circulant matrices in [6, 7, 8, 9, 10].
Each of these sets can be used to generate new pairs of amicable orthogonal designs.

• One can useIm⊗ I , Im⊗P, Im⊗Q, Im⊗R and a complex Hadamard matrixC2m

of order 2m instead ofI ,P,Q,R andH respectively to get many amicable pairs of
complex orthogonal designs.

• In a frequently referenced paper [14], Tarokh, Jafarkhani and Calderbank show a
link between the theory of amicable orthogonal designs and space-time codes. The
results of this paper may have applications in space-time codes.

• There is a connection between the concept ofproduct designsintroduced by Robin-
son [3, 13] and the construction here; this will be discussedin a forthcoming paper.

Next we present an example that generates new pairs of amicable orthogonal designs
of order 24. This example shows the power of the method presented here. As usual for
brevity, by(a1,a2, . . . ,ak) we mean a circulant matrix with the first rowa1,a2, . . . ,ak.

Example 1.

Consider the special amicable set{A= (a,b,c), B= (−b,a,d), C = (−c,−d,a), D =
(d,−c,b), Ã = (e, f ,g), B̃ = (−g,−h,e), C̃ = (− f ,e,h), D̃ = (−h,g,− f )}, which in fact
gives rise to anOD(24;3,3,3,3,3,3,3,3), an instance of a Plotkin array [8, 9, 12]. By
Theorem 1 we obtain the following new AODs:

AOD(24; 3,3,3,3; 3,3,3,3),

AOD(24; 6,6,6,6; 6,6,6,6).

These designs are shown in Tables 1 and 2.

A theorem of Wolfe [3, p. 227 Cor 5.32] says that the maximum total number of
variables in the two matrices of an AOD of order 2αp, p odd, is 2α +2. For the case of
24= 23 ·3 the maximum number of variables is 2·3+2 = 8. These examples achieve the
bound. Furthermore, there are no zero entries in the second AOD, which is obtained from
the first AOD by the construction given in Theorem 1.
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Table 1: An AOD(24; 3,3,3,3; 3,3,3,3) whereA = −a, B = −b, etc.
c 0 b 0 a 0 0 B 0 a 0 d 0 C 0 D 0 a 0 d 0 C 0 b g 0 f 0 e 0 0 G 0 H 0 e 0 F 0 e 0 h 0 H 0 g 0 F
0 c 0 b 0 a B 0 a 0 d 0 C 0 D 0 a 0 d 0 C 0 b 0 0 G 0 F 0 E g 0 h 0 E 0 f 0 E 0 H 0 h 0 G 0 f 0
b 0 a 0 c 0 0 d 0 B 0 a 0 a 0 C 0 D 0 b 0 d 0 C f 0 e 0 g 0 0 e 0 G 0 H 0 h 0 F 0 e 0 F 0 H 0 g
0 b 0 a 0 c d 0 B 0 a 0 a 0 C 0 D 0 b 0 d 0 C 0 0 F 0 E 0 G E 0 g 0 h 0 H 0 f 0 E 0 f 0 h 0 G 0
a 0 c 0 b 0 0 a 0 d 0 B 0 D 0 a 0 C 0 C 0 b 0 d e 0 g 0 f 0 0 H 0 e 0 G 0 e 0 h 0 F 0 g 0 F 0 H
0 a 0 c 0 b a 0 d 0 B 0 D 0 a 0 C 0 C 0 b 0 d 0 0 E 0 G 0 F h 0 E 0 g 0 E 0 H 0 f 0 G 0 f 0 h 0
0 b 0 A 0 D c 0 b 0 a 0 0 d 0 b 0 C 0 c 0 A 0 d 0 g 0 h 0 E g 0 f 0 e 0 0 h 0 f 0 G 0 F 0 h 0 e
b 0 A 0 D 0 0 c 0 b 0 a d 0 b 0 C 0 c 0 A 0 d 0 G 0 H 0 e 0 0 G 0 F 0 E H 0 F 0 g 0 f 0 H 0 E 0
0 D 0 b 0 A b 0 a 0 c 0 0 C 0 d 0 b 0 d 0 c 0 A 0 E 0 g 0 h f 0 e 0 g 0 0 G 0 h 0 f 0 e 0 F 0 h
D 0 b 0 A 0 0 b 0 a 0 c C 0 d 0 b 0 d 0 c 0 A 0 e 0 G 0 H 0 0 F 0 E 0 G g 0 H 0 F 0 E 0 f 0 H 0
0 A 0 D 0 b a 0 c 0 b 0 0 b 0 C 0 d 0 A 0 d 0 c 0 h 0 E 0 g e 0 g 0 f 0 0 f 0 G 0 h 0 h 0 e 0 F
A 0 D 0 b 0 0 a 0 c 0 b b 0 C 0 d 0 A 0 d 0 c 0 H 0 e 0 G 0 0 E 0 G 0 F F 0 g 0 H 0 H 0 E 0 f 0
0 c 0 d 0 A 0 D 0 B 0 c c 0 b 0 a 0 0 B 0 d 0 a 0 f 0 E 0 H 0 H 0 F 0 g g 0 f 0 e 0 0 g 0 E 0 h
c 0 d 0 A 0 D 0 B 0 c 0 0 c 0 b 0 a B 0 d 0 a 0 F 0 e 0 h 0 h 0 f 0 G 0 0 G 0 F 0 E G 0 e 0 H 0
0 A 0 c 0 d 0 c 0 D 0 B b 0 a 0 c 0 0 a 0 B 0 d 0 H 0 f 0 E 0 g 0 H 0 F f 0 e 0 g 0 0 h 0 g 0 E
A 0 c 0 d 0 c 0 D 0 B 0 0 b 0 a 0 c a 0 B 0 d 0 h 0 F 0 e 0 G 0 h 0 f 0 0 F 0 E 0 G H 0 G 0 e 0
0 d 0 A 0 c 0 B 0 c 0 D a 0 c 0 b 0 0 d 0 a 0 B 0 E 0 H 0 f 0 F 0 g 0 H e 0 g 0 f 0 0 E 0 h 0 g
d 0 A 0 c 0 B 0 c 0 D 0 0 a 0 c 0 b d 0 a 0 B 0 e 0 h 0 F 0 f 0 G 0 h 0 0 E 0 G 0 F e 0 H 0 G 0
0 D 0 c 0 B 0 C 0 a 0 D 0 b 0 D 0 A c 0 b 0 a 0 0 h 0 G 0 f 0 f 0 H 0 E 0 G 0 e 0 H g 0 f 0 e 0
D 0 c 0 B 0 C 0 a 0 D 0 b 0 D 0 A 0 0 c 0 b 0 a H 0 g 0 F 0 F 0 h 0 e 0 g 0 E 0 h 0 0 G 0 F 0 E
0 B 0 D 0 c 0 D 0 C 0 a 0 A 0 b 0 D b 0 a 0 c 0 0 f 0 h 0 G 0 E 0 f 0 H 0 H 0 G 0 e f 0 e 0 g 0
B 0 D 0 c 0 D 0 C 0 a 0 A 0 b 0 D 0 0 b 0 a 0 c F 0 H 0 g 0 e 0 F 0 h 0 h 0 g 0 E 0 0 F 0 E 0 G
0 c 0 B 0 D 0 a 0 D 0 C 0 D 0 A 0 b a 0 c 0 b 0 0 G 0 f 0 h 0 H 0 E 0 f 0 e 0 H 0 G e 0 g 0 f 0
c 0 B 0 D 0 a 0 D 0 C 0 D 0 A 0 b 0 0 a 0 c 0 b g 0 F 0 H 0 h 0 e 0 F 0 E 0 h 0 g 0 0 E 0 G 0 F

Table 2: An AOD(24; 6,6,6,6; 6,6,6,6) whereA = −a, B = −b, etc.
c c b b a a B b a A d D C c D d a A d D C c b B g g f f e e G g H h e E F f e E h H H h g G F f
c C b B a A B B a a d d C C D D a a d d C C b b G g F f E e g g h h E E f f E E H H h h G G f f
b b a a c c d D B b a A a A C c D d b B d D C c f f e e g g e E G g H h h H F f e E F f H h g G
b B a A c C d d B B a a a a C C D D b b d d C C F f E e G g E E g g h h H H f f E E f f h h G G
a a c c b b a A d D B b D d a A C c C c b B d D e e g g f f H h e E G g e E h H F f g G F f H h
a A c C b B a a d d B B D D a a C C C C b b d d E e G g F f h h E E g g E E H H f f G G f f h h
b B A a D d c c b b a a d D b B C c c C A a d D g G h H E e g g f f e e h H f F G g F f h H e E
b b A A D D c C b B a A d d b b C C c c A A d d G G H H e e G g F f E e H H F F g g f f H H E E
D d b B A a b b a a c c C c d D b B d D c C A a E e g G h H f f e e g g G g h H f F e E F f h H
D D b b A A b B a A c C C C d d b b d d c c A A e e G G H H F f E e G g g g H H F F E E f f H H
A a D d b B a a c c b b b B C c d D A a d D c C h H E e g G e e g g f f f F G g h H h H e E F f
A A D D b b a A c C b B b b C C d d A A d d c c H H e e G G E e G g F f F F g g H H H H E E f f
c C d D A a D d B b c C c c b b a a B b d D a A f F E e H h H h F f g G g g f f e e g G E e h H
c c d d A A D D B B c c c C b B a A B B d d a a F F e e h h h h f f G G G g F f E e G G e e H H
A a c C d D c C D d B b b b a a c c a A B b d D H h f F E e g G H h F f f f e e g g h H g G E e
A A c c d d c c D D B B b B a A c C a a B B d d h h F F e e G G h h f f F f E e G g H H G G e e
d D A a c C B b c C D d a a c c b b d D a A B b E e H h f F F f g G H h e e g g f f E e h H g G
d d A A c c B B c c D D a A c C b B d d a a B B e e h h F F f f G G h h E e G g F f e e H H G G
D d c C B b C c a A D d b B D d A a c c b b a a h H G g f F f F H h E e G g e E H h g g f f e e
D D c c B B C C a a D D b b D D A A c C b B a A H H g g F F F F h h e e g g E E h h G g F f E e
B b D d c C D d C c a A A a b B D d b b a a c c f F h H G g E e f F H h H h G g e E f f e e g g
B B D D c c D D C C a a A A b b D D b B a A c C F F H H g g e e F F h h h h g g E E F f E e G g
c C B b D d a A D d C c D d A a b B a a c c b b G g f F h H H h E e f F e E H h G g e e g g f f
c c B B D D a a D D C C D D A A b b a A c C b B g g F F H H h h e e F F E E h h g g E e G g F f

3 Application: Some new orthogonal designs

An amicable pair of orthogonal designs of ordern can be used to construct an orthogonal
design of order 4n. Applying the method in this paper, we first searched for all full
amicable orthogonal designs of order 24 involving eight variables obtaining:AOD(24;
2,2,4,16; 2,2,4,16), AOD(24; 2,2,10,10; 2,2,10,10), AOD(24; 2,4,6,12; 2,4,6,12),
AOD(24; 4,4,8,8; 4,4,8,8), andAOD(24; 6,6,6,6; 6,6,6,6). Using these and known
construction methods we generated orthogonal designs of order 96 involving 10 variables.
Note that by theory 10 is the maximum possible number of variables in an OD of order 96.
In total we were able to generate 31 new full ODs of order 96 in 10 variables. Their types
are listed in Table 3. We use the standard notation,aℓ, instead of repeatinga ℓ-times.
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Table 3: Types of new full ODs of order 96 in 10 variables

(67,183), (42,85,122,24), (45,82,203), (45,82,12,242), (2,4,6,127),
(2,4,6,103,12,143), (2,4,6,83,12,163), (2,4,62,125,18), (2,4,64,12,183),
(2,4,65,122,36), (2,42,84,103), (2,42,6,84,122), (2,44,6,12,203),
(2,44,62,12,18,36), (2,45,8,143), (2,45,6,8,12,24), (22,102,126), (22,105,143),
(22,62,105,30), (22,4,62,12,164), (22,4,63,16,183), (22,44,16,203),
(22,44,62,16,48), (24,4,6,12,223), (24,4,6,122,18,36), (24,42,8,163),
(24,42,8,122,24), (25,102,223), (25,6,102,302), (25,4,16,223), (25,4,6,12,16,48)

4 The existence of amicable orthogonal arrays

Not much is known about the existence or the structure of fullorthogonal designs with a
maximum number of variables. In order to investigate the existence of orthogonal designs,
there is a need for plug-in arrays similar to Goethals-Seidel arrays. In this section we find
some new arrays; see Theorem 2.

We begin with a simple example of a pair of orthogonal designsof small order with
the maximum possible number of variables.

Example 2.

A =

(

a b
−b a

)

, B =

(

x y
y −x

)

is anAOD(2;1,1;1,1).

As noted in [3], this remarkable pair of matrices is sufficient to provide many sets of
matrices with very useful properties as follows:

Lemma 1 (Wolfe [15]). Given an integer n= 2su where u is odd, s≥ 1, there are two sets
P = {P0, . . . ,Ps} andQ = {Q0, . . . ,Qs} of signed permutation matrices of order n such
that:

i. P consists of disjoint pairwise anti-amicable matrices,

ii. Q consists of disjoint pairwise anti-amicable matrices, and

iii. for each i and j, PiQ j
t = Q jPi

t .

Proof. Compare with [5, Lemma 6] in which another related set is given (but note that
Q11 andQ12 should be interchanged there).

Let

S=

(

0 1
1 0

)

, P =

(

0 1
− 0

)

, andQ = PS= −SP=

(

1 0
0 −

)

.
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These matrices can be obtained from Example 2 by writingA= aI +bPandB= xQ+yS.
LetRbe the back-diagonal identity matrix of orderu. The required setsP andQ are found
as follows. DefineP0 = (⊗s

i=1I)⊗R, Pk = (⊗k−1
i=1 I)⊗P⊗ (⊗s

i=k+1S)⊗R for 0 < k ≤ s,

Q0 = (⊗s
i=1S)⊗R , andQk = (⊗k−1

i=1 I)⊗Q⊗ (⊗s
i=k+1S)⊗R for 0 < k≤ s.

The pairwise anti-amicable property of part 1 of this lemma follows becauseI andP
are pairwise anti-amicable, as areP⊗SandI ⊗P. Similarly for part 2 of this lemma but
use the fact thatS andQ are pairwise anti-amicable as areQ⊗S and I ⊗Q. The case
0 < i < j in part 3 of this lemma follows becauseP⊗SandI ⊗Q are amicable, the case
0 < j < i follows becauseQ⊗SandI ⊗P are amicable, and the case 0< i = j follows
becauseP andQ are amicable. The remaining cases can be easily handled.

A set ofnear type 1matrices is a setC of commuting matrices withbct = ctb for all
b,c∈ C . Near type 1 matrices include order one matrices in a single variable, order two
circulant or negacirculant matrices in two variables, and the order four matrices presented
in Remark 2 below.

We now embark on a method, similar in spirit to the method firstdeveloped in [2].
Given the odd integern we write the binary expansion ofn asn = 1+ ε2+ 2α1 + 2α2 +
· · ·+2αm, whereε ∈ {0,1}, and 1< α1 < α2 < α3 < · · · < αm. Before giving the general
result, by way of illustration we consider the casen = 9 = 1+23. Soε = 0, α1 = 3 and
m= 1.

Example 3.

Let (x1, . . . , xn) denote the circulant matrix with first rowx1, . . . , xn. Consider the
following circulant matricesA0, A1 andA2:

A0 = (a,0,0,0,0,0,0,0,0),

A1 = (0,b,c,0,0,0,0,0,0),

A2 = (0,0,0,b,−c,0,0,0,0),

wherea, b andc are near type 1 matrices, and 0 is the zero matrix of the same order.
Construct symmetric matricesSj and Hermitian matricesH j as follows:

S0 = 1
2(A0+At

0) = 1
2(a+at ,0,0,0,0,0,0,0,0),

H0 = i
2(A0−At

0) = i
2(a−at ,0,0,0,0,0,0,0,0),

S1 = A1+At
1 = (0,b,c,0,0,0,0,ct,bt),

H1 = i(A1−At
1) = (0, ib, ic,0,0,0,0,−ict,−ibt),

S2 = A2+At
2 = (0,0,0,b,−c,−ct,bt ,0,0),

H2 = i(A2−At
2) = (0,0,0, ib,−ic, ict,−ibt ,0,0).

Replacea, b, andc with ã, b̃, andc̃ respectively, giving matrices̃A0, Ã1, Ã2, S̃0, S̃1, S̃2,
H̃0, H̃1, andH̃2. Let H be a Hadamard matrix of order 25, such as

H = ⊗5
j=1

(

1 1
1 −1

)

.
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Construct the matrices{P0, . . . ,P5} and{Q0, . . . ,Q5} of Lemma 1 for the integer 25.
Let

A = S0⊗P0H +H0⊗P1H

+S1⊗
1
2
(P2+P3)H +H1⊗

1
2
(P2−P3)H

+S2⊗
1
2
(P4+P5)H +H2⊗

1
2
(P4−P5)H,

and similarly

B = S̃0⊗Q0H + H̃0⊗Q1H

+ S̃1⊗
1
2
(Q2+Q3)H + H̃1⊗

1
2
(Q2−Q3)H

+ S̃2⊗
1
2
(Q4+Q5)H + H̃2⊗

1
2
(Q4−Q5)H.

Then, as we will show in the proof of Theorem 2, bothAandBare complex orthogonal
arrays each involving three near type 1 matrices such thatAB∗ = BA∗. If the near type 1
matrices are of order one, then we obtain anACOD(288;32,1282; 32,1282) in six variables
a, b, c, ã, b̃, c̃. If the near type 1 matrices are negacyclic of order two in different variables,
that is, of the form:

(

x j y j

−y j x j

)

,

then we obtain anACOD(576; 322,1284; 322,1284) in 12 variables.

A pair of two variableGolay sequencesof length 2j , j ≥ 0, can be constructed induc-
tively as follows.(b;c) is the sequence of length 1. The sequence of length 2j , j > 0 is
(X,Y;X,−Y) where(X;Y) is the sequence of length 2j−1 and “,” denotes concatenation
of sequences; see also [2]. In Example 3, the Golay sequence(b,c;b,−c) was used to
defineA1 andA2.

Theorem 2. For every odd integer n where n= 1+ ε2+2α1 +2α2 + · · ·+2αm, with ε ∈
{0,1}, and1 < α1 < α2 < · · · < αm, there is a pair A, B of arrays each involving s=
1+ ε+2m near type 1 matrices such that:

AA∗ = 22s−1

(

x2
0 +2εx2

2m+1 +
m

∑
j=1

2α j−1(x2
2 j−1 +x2

2 j)

)

I22s−1n,

BB∗ = 22s−1

(

x̃2
0 +2εx̃2

2m+1 +
m

∑
j=1

2α j−1(x̃2
2 j−1 + x̃2

2 j)

)

I22s−1n,

AB∗ = BA∗,

where x0, . . ., x2m, (and also x2m+1 if ε = 1) are the s matrices in A and̃x0, . . ., x̃2m, (and
also x̃2m+1 if ε = 1) are the s matrices in B. This pair of arrays can be used to givean
amicable pair of complex orthogonal designs of order22s−1n each involving s variables,
and an amicable pair of complex orthogonal designs of order22sn each involving2s
variables.
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Proof. We generalize the construction of Example 3.

Let {x0, . . . ,xs−1} be a collection of near type 1 matrices. DefineA0 = (x0,0n−1). Let
(X;Y) be a pair of Golay sequences of length 2α j−2 in x2 j−1, x2 j for j = 1, . . . ,m and
construct

A2 j−1 = (0
1+ε+2α1−1+···+2α j−1−1,X,02α j−2,02α j+1−1

+···+2αm−1+ 1
2(n−1)

),

A2 j = (0
1+ε+2α1−1+···+2α j−1−1,02α j−2,Y,0

2α j+1−1
+···+2αm−1+ 1

2(n−1)
).

If ε = 1 also takeA2m+1 = (0,x2m+1,0n−2). Thus we haves matricesAk in s variablesxk,
k = 0, . . . ,s−1.

Use a Hadamard matrixH of order 22s−1 and the matrices ofP = {P0,P1, . . . ,P2s−1},
Q = {Q0,Q1, . . . ,Q2s−1} of Lemma 1.

Construct:

S0 =
1
2
(A0+At

0),

H0 =
i
2
(A0−At

0),

and fork = 1, . . . ,s−1:

Sk = Ak +At
k,

Hk = i(Ak−At
k).

Define

A = S0⊗P0H +H0⊗P1H (2)

+
s−1

∑
k=1

(

Sk⊗
1
2
(P2k +P2k+1)H +Hk⊗

1
2
(P2k−P2k+1)H

)

. (3)

To show thatAA∗ is a multiple of an identity matrix, use the fact that{P0,P1}∪{P2k±
P2k+1 : 1 ≤ k < s} is a collection of anti-amicable matrices and the set of allSk andHk

form a commuting set of Hermitian matrices; also because Golay sequences are involved,
simplify A2 j−1At

2 j−1 + A2 jAt
2 j = 2α j−2(x2

2 j−1 + x2
2 j)In to obtain the expression forAA∗

given above.

Replace eachxk with x̃k giving matricesÃk, S̃k, andH̃k and define

B = S̃0⊗Q0H + H̃0⊗Q1H

+
s−1

∑
k=1

(

S̃k⊗
1
2
(Q2k +Q2k+1)H + H̃k⊗

1
2
(Q2k−Q2k+1)H

)

.

ThenBB∗ is a multiple of an identity matrix andAB∗ = BA∗ by arguments similar to those
given above forAA∗.
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Note that the entries ofA are inX = {0,±xk,±ixk : 0≤ k< s} as long as the entries for
S0 andH0 are inX . Clearly the entries of summands of (2) are inX . For the summands of
(3), Sk, Hk, k > 0, have entries inX sinceAk andAt

k are disjoint, while1
2(P2k±P2k+1)H

have entries in{0,±1} sinceP is a collection of disjoint signed permutation matrices. If
the near type 1 matrices are negacirculant matrices are of order one, then we obtain an
amicable pair of complex orthogonal designs of order 22s−1n each involvings variables.
If the near type 1 matrices are negacirculant matrices of order two in different variables,
that is, of the form:

(

xk yk

−yk xk

)

,

then we obtain an amicable pair of complex orthogonal designs of order 22sn each involv-
ing 2s variables.

Remark 2.

• The CODs obtained in the previous theorem havealmost the maximal possible
number of free variables.

• It is possible to make use of a pair of complex Golay sequences(see [1] for details)
instead of a pair of Golay sequences in our construction. Forthe sake of brevity we
omit this.

• Matrices of form

x =









x1 x2 x2 x2

−x2 x1 x2 −x2

−x2 −x2 x1 x2

−x2 x2 −x2 x1









are near type 1 matrices. Example 3 extends to give anACOD(1152; 32,96,1282,3842;
32,96,1282,3842) in 12 variables.

Acknowledgment. The authors are indebted to a referee for many suggestions which
significantly improved the final version of this paper.
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