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Utilisation de semi-jointures spatiales
sur plusieurs sites dans le traitement
des requétes spatiales distribuées

Wendy Osborn, Member, IEEE, and Saad Zaamout

Abstract— We present a strategy for geographically distributed spatial query optimization that
involves multiple sites. Previous work in the area of geographically distributed spatial query processing
and optimization focused only on strategies for performing spatial joins and spatial semijoins, and
geographically distributed spatial queries that only involve two sites. We propose a strategy for optimizing
a geographically distributed spatial query, which uses spatial semijoins and can involve any number of
sites in a geographically distributed spatial database. It identifies and initiates spatial semijoins from the
smaller spatial relations in order to reduce the larger spatial relations. By doing so, the data transmission
and I/O costs are significantly reduced. We compare the performance of our strategy against the naive
approach of shipping entire spatial relations to the query site. We find that our optimized strategy
minimizes the data transmission cost and I/O cost in all cases, and significantly in specific situations. In
addition, the CPU cost is not significantly affected by our strategy.

Résumé—Nous présentons une stratégie pour Doptimisation des requétes spatiales réparties
géographiquement qui impliquent plusieurs sites. Les travaux antérieurs dans le domaine de la répartition
géographique des traitements de requéte spatiale et I’optimisation axée uniquement sur les stratégies pour
effectuer des jointures et semi-jointures spatiales, et les requétes spatiales réparties géographiquement
qui impliquent uniquement deux sites. Nous proposons une stratégie pour optimiser une requéte spatiale
répartie géographiquement, qui utilise semi-jointures spatiales et peut impliquer un certain nombre de
sites dans une base de données spatiales distribuées géographiquement. Cette stratégie identifie et initie
les semi-jointures spatiales des relations spatiales les plus petites afin de réduire les relations spatiales
les plus grandes. Ce faisant, la transmission de données et d’E/S coiits sont sensiblement réduits. Nous
comparons les performances de notre stratégie de lutte contre I’approche naive de I’expédition entiere
des relations spatiales sur le site de la requéte. Nous constatons que notre stratégie optimisée minimise
le coiit de transmission de données et le coiit d’E/S dans tous les cas, et de facon significative dans des
situations particulieres. En outre, le coiit en terme de processeur n’a pas été significativement affecté par
notre stratégie.

Index Terms— Distributed databases, optimization, spatial data.
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I. INTRODUCTION

OWADAYS, different users and organizations from
around the world must work with spatial data that is
geographically distributed. In several cases, the spatial data
are geographically distributed over a very long distance. For
example, let us consider emergency and disaster management.
One example of a distributed disaster management application
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is for earthquake detection across many Canadian cities at
risk [2]. Another example is a distributed emergency manage-
ment system for Australia [3]. In both papers, it is stated that
storing and managing spatial data across several local sites
that are geographically distributed (as opposed to managing
it centrally in one repository) will significantly improve the
response times in emergency situations. This is because in
both Canada and Australia, many cities are separated by a
very long distance of up to thousands of miles. If one city is in
an emergency situation, and is required to wait for the spatial
data it needs to arrive from far away, a disastrous outcome
may be the result. Having the spatial data stored locally is
a better solution. Therefore, the geographic distribution of
spatial data has become an important matter globally, and
therefore, managing and querying it are very important.

A distributed spatial database system [5], [6] consists of
several individual spatial database sites that are interconnected
by a network. Each site manages its own collection of spatial
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data, but work collectively for processing intersite data require-
ments. One such type of a distributed spatial database system
is a geographically distributed spatial database system, where
the individual database sites are dispersed over a significant
geographical distance.

An important requirement of a geographically distrib-
uted spatial database system is the ability to efficiently
process a query that requires spatial data from the multiple
geographically distributed sites. This is a requirement for
planning purposes. For example, referring to the emergency
management system for Australia above [3], some important
queries can include: 1) how environmental concerns are related
to buildings and infrastructure considerations or 2) do natural
hazards have the appropriate emergency services for handling
them in certain regions. Each of these spatial queries can
only be answered by performing a geographically distributed
spatial query because the spatial data for emergency services,
infrastructure, natural hazards, and the environment are each
managed in individual spatial database sites that are dispersed
geographically.

Initially, the research in distributed relational databases
focused on generating query execution plans that minimized
the cost of data transmission over the network [6]-[10].
Later strategies also considered minimizing other cost factors,
such as I/0O and CPU [8], [11]-[14]. Relational data consist
of alphanumeric values that can be matched using equality
or inequality when joined. However, spatial data are more
complex than alphanumeric data. Different types of spatial
data include objects [or their representations using minimum
bounding rectangles (MBRs)], points, lines, and any combina-
tion of these types [5]. In addition, these spatial data lead to
different joining predicates such as overlap, containment, and
adjacency, which in turn increases the complexity of joining
spatial relations. Therefore, CPU and I/O costs must always
be considered when processing a geographically distributed
spatial query [5].

Most existing strategies that process a geographically
distributed spatial query are only proposed for two
sites [15]-[19]. One exception to this [20] does not currently
support spatial joins. Therefore, this paper helps to address
this shortcoming by proposing a strategy for processing and
optimizing a geographically distributed spatial query that
utilizes spatial data from more than two sites. Our strategy,
called optimized, focuses on minimizing not only the data
transmission cost of a query, but also the I/O and CPU costs,
by applying spatial semijoins in a cost-effective manner.

An empirical evaluation of the optimized strategy versus
the naive strategy (i.e., initial feasible solution (IFS) based
on [21]) shows significant reductions in the data transmission
cost and the I/O cost over all queries when optimized strategy
is utilized. We find a 50% reduction in most cases, in both
the amount of data being transmitted and the amount of
I/O being incurred. In particular, when the query involves both
smaller and larger relations, the reductions in both the data
transmission and I/O costs are very significant, at ~90% or
greater. With respect to CPU, the optimized strategy achieves
a slightly higher number of spatial predicate comparisons than
the naive strategy. However, for all cases it is <10% and for

many it is <5%. This is a small price to pay for the significant
achievements in the data transmission and I/O costs.

This paper proceeds as follows. Section II presents some
background that is necessary. Section III presents related work
in the area of geographically distributed spatial query process-
ing. Section IV presents our algorithm, called the optimal
algorithm, for processing a geographically distributed spatial
query that can handle multiple (and more than two) sites.
Section V presents an example that illustrates our new
algorithm. Section VI presents our experimental methodology
and cost estimation formulas. Section VII presents the results
and discussion of our experiments. Finally, Section VIII con-
cludes this paper and presents future research directions.

II. BACKGROUND
This background section presents some definitions that are
required for our proposed strategy and for the section on
related work (Section IIT). These include definitions for spatial
join, spatial semijoin, Bloom filter, naive approach, and R-tree.

A. Distributed Spatial Query Operators

A spatial join [5], [22]-[24] takes two spatial relations
Y and Z, each with a spatial attribute, and relates pairs of
tuples between Y and Z using a spatial predicate that is applied
to the spatial attribute values. Examples of spatial predicates
include the overlap, containment, and adjacency of two spatial
attributes. This paper assumes that the overlap predicate is
used, but will work for any other spatial predicate.

A spatial semijoin [17] is performed by projecting the
spatial attribute from one relation, transmitting it to the site
that contains the other spatial relation, and performing a spatial
join between the spatial projection and relation. Then, the
qualifying tuples from the second site are shipped back to
the first site and joined with the spatial relation on that site.
We used a modified version of this semijoin strategy, which
will be presented in Section IV.

A Bloom filter [25] is a hashed bit array that provides a
compact but imprecise representation of the values of a joining
attribute. A 1 b represents the possible existence of a joining
attribute value, while a 0 b represents the absence of the value.

B. Naive Approach

Our new optimized strategy for geographically distributed
spatial query processing will be compared for performance
against a naive approach, which is also known as an IFS. Our
naive approach is based on the IFS utilized in [21] and used
with spatial data instead of standard relational data. In the
naive strategy, all spatial relations are transmitted in their
original, unreduced form, to the query site. In addition to the
potentially large size of the relations, many tuples that will
not participate in the final result are being sent unnecessarily
to the query site.

C. R-Tree

The R-tree [4], [26] is a spatial access method (i.e., spatial
index) that indexes a set of spatial objects or MBRs by their
location in multidimensional space. The leaf level contains
the spatial objects or MBRs, while the nonleaf levels contain
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Fig. 1. Spatial projection from an R-tree (data from [4]).

MBRs that encompass other MBRs in the lower levels. In this
paper, we utilize the R-tree for obtaining the spatial attribute
projection required for a semijoin. The leaf level nodes can
be scanned and the MBRs can be extracted. This allows the
algorithm to avoid having to scan entire spatial relations in
order to only obtain the spatial objects and corresponding
identifiers. Fig. 1 shows this strategy.

Many variants of the R-tree have been proposed (see [4]
for a comprehensive survey). Some recent adaptations include
indexing in peer-to-peer systems [27] and in temporal
data [28].

III. RELATED WORK

In this section, we focus on previously proposed approaches
and operators used to process geographically distributed spatial
queries. Most research in geographically distributed spatial
query processing focuses on spatial join algorithms, spa-
tial semijoins algorithms, and the use of Bloom filters for
processing geographically distributed spatial queries. With the
exception of [20], all the proposed strategies for processing
geographically distributed spatial queries are proposed for two
sites only. We summarize these works below.

A. Spatial Join

A significant majority of spatial join algorithms are designed
for a centralized system (see [23], [24]) or for a parallel
system that lacks geographic distribution (see [29], [30]).
Jacox and Samet [22] present a comprehensive survey on
these algorithms for further information. This section focuses
on spatial join strategies for geographically distributed spatial
queries.

Kang et al. [15] proposed a parallel spatial join strategy
that is adapted to a geographically distributed spatial database.
Their strategy has two phases: 1) data redistribution and
2) filter and refinement. In the data redistribution phase,
on each site, the space that contains objects is partitioned

into regions (i.e., buckets). A subset of regions is trans-
mitted between sites so that each site has the same cor-
responding regions from both spatial data sets. This subset
is chosen by estimating which subset will result in the lowest
overall response time (although it is unclear if I/O costs are
considered). Then, the filter and refinement phase is carried
out on both sites by performing a spatial join. An experimental
evaluation shows that the parallel spatial join technique has a
significantly faster response time—up to a 33% improvement
over a semijoin-based strategy. However, it is unclear if this
strategy can be extended efficiently to multiple sites.

Kalnis et al. [31] proposed a spatial join strategy between
two spatial data sets R and S on noncooperating sites. For
their strategy, the query site is any mobile device. Given the
limited memory on a mobile device, the goal of their work
is to reduce the cost of data transmission by pruning objects
that will not be a part of the final result before they are sent
to the mobile device for the final join. This is accomplished
through the recursive partitioning of the overall space on both
sites. If one subregion on one site contains no objects, then
the corresponding subregion on the other site will be pruned
as well. Related subregions between relations R and S that
qualify for transmission to the query site are transmitted and
can be joined with any spatial join technique, such as a nested
loop join. An experimental evaluation shows that this approach
achieves a lower data transmission cost in many cases, with the
exception being in a comparison against the spatial semijoin.
One limitation of their work is the consideration of spatial
data sets from two sites only, although it is mentioned by the
authors that joins of three or more sites will be considered in
the future.

B. Spatial Semijoin

Tan et al. [16] and Abel et al. [17] proposed a spatial
semijoin operator that combines the conventional semijoin
operator with the filter stage of spatial query processing in
order to reduce the data transmission, I/O cost, and CPU cost.
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Their work explores two adaptations of the spatial semijoin.
In the first, a projection of a set of MBRs from one spatial
relation is transmitted to another site and applied its spatial
relation using a spatial join. In the second, the projection is
a single-dimensional mapping that represents the objects in
each spatial relation. A performance evaluation between these
approaches shows that: 1) for object sets with very large spatial
descriptions, both strategies have similar performance; 2) for
object sets with smaller spatial descriptions, a spatial semijoin
that uses single-dimensional mapping works best; 3) using the
R-tree for retrieving the MBRs incurs significant CPU costs;
and 4) single-dimensional mapping causes more false drops
than the MBRs.

Karam and Petry [19] proposed a spatial semijoin, which
differs from [16] and [17] in that the MBRs from different
levels of the R-tree are chosen for the spatial semijoin, instead
of requiring that all come from the same level. A performance
evaluation shows that their spatial semijoin outperforms the
naive spatial join (i.e., the whole relation is shipped to the
other site for joining) when applied to real world spatial data,
but not when applied to randomly generated rectangle sets.
Limitation of their work is: 1) no comparison versus other
strategies and 2) no consideration of CPU time.

C. Bloom Filters

Karam [18] proposed a 2-D bit-matrix approach for
performing a spatial semijoin of two relations that attempts
to minimize the data transmission, I/O cost, and CPU cost.
A 2-D space is partitioned into equal-sized regions, with each
region mapping to a bit in a 2-D array. If a region contains
any objects, the corresponding bit is set to 1. This bit-matrix is
transmitted to the site containing the other spatial relation, and
is applied by testing each region that contains objects for the
existence of a 1 bit in the bit-matrix. Any qualifying objects
are sent to the first site. A performance evaluation shows that
this approach shows the best improvement when applied to real
world spatial data. Limitation of this paper is: 1) an evaluation
against the spatial join, and not versus a spatial semijoin,
which in functionality is a closer match to the bit-matrix
approach and 2) no compression of the bit-matrix—a
bit-matrix that contains many zeros is still transmitted in its
entirety.

Hua et al. [20] proposed the BR-tree, which is an R-tree
that is augmented with Bloom filters to support an exact-
match spatial query. Each node entry contains: 1) an MBR
that approximates an object or a subset of objects and 2) a
Bloom filter that also represents one or more objects. In a
leaf node, a Bloom filter is created by taking each object and
producing k bits in the filter using different hash functions. In
a nonleaf node entry, a Bloom filter is created by intersecting
the Bloom filters in its child node. Although the BR-tree
supports exact-match spatial queries using Bloom filters, it
still requires the MBRs for region and point queries. A
general strategy for processing distributed region, point, and
exact-match queries is proposed. The algorithm duplicates the
root of every BR-tree across every site in the geographically
distributed spatial database. Any objects that pass the test
against a root node is shipped to the site containing the

original BR-tree. This strategy works for any number of
sites. A significant limitation is a lack of support for spatial
joins.

IV. OPTIMIZED STRATEGY

In this section, we present our optimized strategy for
processing a geographically distributed spatial query. The
focus is to reduce the data transmission, I/O cost, and CPU
cost by utilizing the semijoin operator. We first present our
preliminaries, followed by the optimized algorithm itself.

A. Preliminaries

We attempt to reduce all of the cost factors—primarily data
transmission, but also the I/O and CPU costs—by utilizing the
spatial semijoin operator. The original semijoin was proposed
for the use in optimizing a geographically distributed relational
query [6], [8], [32]. Its primary focus was to significantly
reduce the cost of data transmissions across network lines
by eliminating the data that were not needed for the final
result before they were shipped. The spatial semijoin has the
same primary objective in a geographically distributed spatial
database system.

We utilize a greedy approach in our strategy. Spatial
semijoins are applied in the following manner. We transmit
the smaller spatial attributes to other sites and apply them to
the larger spatial relations in order to eliminate a significant
amount of data that will not participate in the final result.
The transmission of the spatial projection from the smaller
spatial relations to the larger ones, instead of the other
way around, can significantly reduce the amount of spatial
data that participates in the query, because it is more likely
that the smaller spatial relation will have more participating
tuples than the larger spatial relation. Reducing the larger
spatial relation, therefore, is more advantageous. This not only
reduces the amount of spatial data that must be transmitted,
but also reduces the amount of spatial data that must be
read and written, thus, reducing I/O. Although this approach
has been applied for different types of spatial joins and
strategies for processing geographically distributed relational
queries [6], [8], it has not been applied in processing a
geographically distributed spatial query that involves multiple
(i.e., more than two) sites. Given that many sites (and spatial
relations) are now involved, this affects the choice of which
smaller spatial attribute projections to send to which larger
spatial relations.

We chose to apply this technique for reducing the cost
factors, and not to use estimations of selectivity for the follow-
ing reasons. First, since our spatial attributes are representing
random sets of objects, we felt it was not realistic to expect
duplicate objects (or at least duplicate MBRs) in a spatial
attribute that would be removed during a projection operation.
Therefore, selectivity methods that are based on a low ratio
of distinct values to the total number of values in an attribute
would not be applicable. Second, we also consider this to be
a worst case scenario, since an entire spatial attribute must
ultimately be shipped to another site in order to perform a
spatial semijoin.



OSBORN AND ZAAMOUT: USING SPATIAL SEMIJOINS OVER MULTIPLE SITES

We utilize a modified version of the approximation-based
spatial semijoin that is proposed in [16]. In our implementa-
tion of the spatial semijoin, we use the following approach.
We have two sites Y and Z that each contains a spatial relation.
First, we obtain the spatial attribute projection from relation Y
(or from an R-tree index if available). Then, the spatial
projection is transferred to the site containing relation Z and
joined on its spatial attribute. Our spatial semijoin differs after
this point. Instead of sending the qualifying tuples from Z back
to Y for the final join, we send back to Y the identifiers that
correspond to the objects from the spatial attribute projection
that participated in the spatial semijoin. These identifiers are
used to select tuples from relation Y to ship to the final query
site. In addition, the tuples on site Z that qualified in the
spatial semijoin are also shipped to the query site. Using this
spatial semijoin strategy allows us to incorporate more than
two sites when processing a geographically distributed spatial
query. In addition, sending all qualifying tuples from relation Z
directly to the query site for a final join, as opposed to sending
them back to Y first, performing a spatial join and then sending
the partial result to the query site, will further reduce the cost
of data transmission.

We make the following assumptions in this paper.

1) Every spatial relation has one spatial attribute. We use
this as a starting point for processing geographically dis-
tributed spatial queries, because the focus of this paper
is to propose a strategy that can be applied to more than
two sites. Extensions to two or more spatial attributes in
a spatial relation will be a future consideration.

2) The spatial attribute for every spatial relation is already
indexed by an R-tree (or a similar index that places the
MBRs for all spatial objects in its leaf level). Many
database vendors provide the R-tree for indexing spatial
data [33]. Therefore, it is safe to expect one to be
available and used for indexing the spatial attribute of a
spatial relation.

3) Every spatial object is represented using its MBR.
R-tree-based structures store object approximations in
the form of MBRs, with a reference to the actual object
in the spatial database. Although utilizing MBRs instead
of the actual objects themselves will result in some false
positives, utilizing them will also result in faster spatial
join times, since testing for the overlap of two MBRs
is faster than testing for overlap of arbirarily shaped
objects.

4) All spatial objects (or corresponding MBRs) in all
spatial attribute are drawn from the same spatial domain
(i.e., the same region of space). This is to ensure that
the potential for overlap between MBRs from different
spatial relations exists. However, our strategy will work
across different spatial domains if they overlap, or some
domains are contained in others. Furthermore, our strat-
egy will determine via spatial semijoins if no overlap
between spatial relations exists, and would avoid sending
any spatial data to the query site.

5) Every site that participates in the geographically distrib-
uted spatial query has one spatial relation that is required
for the query. If a site contains other spatial relations
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that are required for the query, it is assumed that all
local processing has taken place and one spatial relation
remains. Since, by the definition of a database, all data
are related in some way [6] it is fair to say that the
data can be processed locally with joins and selections
to produce one overall spatial relation.

6) The cardinality of each spatial attribute is equal to the
number of MBRs in the relation. That is, we assume
that all the MBRs in a spatial attribute are distinct and
represent a random collection of spatial objects. Unless
several cases exist where two or more objects happen
to have the same exact MBR representation, it is fair to
say that all MBRs will be distinct.

7) Finally, the number of sites participating in the geo-
graphically distributed spatial query is a multiple of two.
The reason for this is to be able to reduce the spatial
relations on all participating sites using our strategy
below. However, in the worst case, if there is an odd
number of sites, then only one spatial relation will not
be reduced, and therefore be shipped to the query site
in its entirety. This could be the smallest spatial relation
in order to keep this cost minimal.

B. Optimized Strategy

Given n sites that will be participating in process-
ing a geographically distributed spatial query, where each
site has one spatial relation, our strategy has four main
steps:

1) ordering and grouping participating sites (i.e., spatial

relations) by spatial attribute cardinality;

2) transmission of spatial attributes;

3) spatial semijoin execution;

4) transmission of qualifying tuples to query site for the
final spatial join and processing.

Each step is described in detail next.

1) Ordering and Transmission of Spatial Attributes: First,
all participating sites are ordered by increasing cardinality of
the spatial attribute contained in its spatial relation. After the
sites are ordered, the first n/2 sites of the ordered list are
placed in a set P, while the remaining n/2 sites are placed in
a set Q.

Then, the spatial attribute from the spatial relation on each
site in P is projected and transmitted to a site in Q in the
following manner.

a) The spatial attribute from the site with the smallest
cardinality in P is sent to the site with the smallest
cardinality in Q.

b) The spatial attribute from the site with the next smallest
cardinality in P is sent to the site with the next smallest
cardinality in Q.

¢) This happens until the spatial attribute from the site with
the largest cardinality in P is sent to the site with the
largest cardinality in Q.

Because we are assuming that every participating spatial
attribute contains unique MBRs, we will not have the benefit
of reduced spatial attribute projection sizes. Therefore, sending
the smaller spatial attributes to the sites of larger spatial
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relations will further reduce the amount of spatial data that
is being transmitted, especially if the larger spatial relations
have fewer participating tuples.

2) Spatial Semijoins and Final Transmission: Next, on
each site in Q, a spatial semijoin is performed between the
existing spatial relation and the spatial attribute sent from
the corresponding site in P. The results of the semijoin are:
1) the set of tuples on the site in Q that qualified during the
spatial semijoin and 2) a set of identifiers from the spatial
attribute from P whose MBRs also qualified during the spatial
semijoin. While the spatial semijoin is being executed, any
tuples from the spatial relation from the site in Q that qualified
are automatically shipped to the query site. At the same
time, any identifiers from any qualifying MBRs from the
spatial attribute from P are sent back to its corresponding
site.

Finally, for all sites in P, the tuples corresponding to any
identifiers that are shipped back from the spatial semijoin sites
(i.e., sites in Q) are fetched and sent to the query site. At the
query site, the final spatial join is performed.

V. EXAMPLE

Suppose there exists a geographically distributed spatial
database with six sites, as shown in Fig. 2(a). Each site con-
tains a spatial relation. R1 contains 100 tuples, while R2, R3,
R4, RS, and R6 contain 800, 200, 600, 1000, and 400 tuples,
respectively. In addition, each spatial relation contains one
spatial attribute. Our strategy for processing a geographically
distributed spatial query that involves these sites proceeds
as follows. First, the sites are ordered by increasing spatial
attribute cardinality. Then, the list of sites is divided into the
two sets. The set P will contain the sites R1, R3, and R6,
while the set Q will contain the sites R4, R2, and RS5.

Next, the spatial attributes from the sites in set P are
projected and sent to the sites in Q in the following manner.
First, the spatial attribute from the site R1 is first projected
from the corresponding relation, and then sent to the site R4.
Since we have an R-tree indexing the relation on its spatial
attribute, a scan of the leaf nodes will provide us with the
spatial projection. Similarly, the spatial attribute from the
site R3 is projected and sent to the site R2, while the spatial
attribute from the site R6 is projected and sent to the site RS5.
This is shown in Fig. 2(b).

Then, on each of the sites R4, R2, and RS5, a spatial semijoin
is performed between the local spatial relation and the spatial
attribute projection that was shipped to it. During this process,
the identifiers that correspond to the MBRs in the spatial
attribute that qualified during the spatial semijoin are sent back
to originating site. This is shown in Fig. 2(c). For example,
on site R4, the identifiers corresponding to the qualifying
MBRs are sent back to site R1, and are used to select the
corresponding tuples. In addition, the qualifying tuples from
the local relation on sites R4, R2, and R6 are sent to the query
site. In Fig. 2(d), R4 will have 280 tuples sent to the query site
while R2 and R5 will have 350 and 565 tuples, respectively,
sent to the query site.

Finally, all qualifying tuples from sites R1, R3, and R6
are shipped to the query site. In Fig. 2(d), R1 will have
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Fig. 2. Example geographically distributed spatial query. (a) Example geo-
graphically distributed spatial database. (b) Transmission of MBRs. (c) Trans-
mission of IDs back to originating sites. (d) Transmission of qualifying tuples
to query site.

50 qualifying tuples, and R3 and R6 will have 80 and
125 qualifying tuples, respectively, sent to the query site for
the final spatial join.

VI. EVALUATION METHODOLOGY

In this section, we present our empirical approach for
evaluating our optimized strategy. We compared our strat-
egy with the naive approach that we summarized earlier
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in Section II. Here, we present our geographically distributed
spatial database environment, spatial data sets, tests, and all
formulas and criteria for estimating the data transmission,
I/0 and CPU costs.

A. Environment and Data

We simulate a six-site geographically distributed spatial
database. In this simulation, we assume that all sites are
homogeneous with respect to both hardware and software.
In addition, the code used for the simulation is written in the
C++ programming language. This includes the implementa-
tion for both the overall execution strategy and the spatial
semijoin.

We utilize spatial relations with sizes ranging from
1000 to 100000 tuples. This provides an opportunity to
evaluate our strategy for both smaller and larger spatial object
sets. Every spatial relation is indexed on its spatial attribute
using an R-tree [26].

Each site contains the following spatial relations:

1) R1: 1000 tuples;

2) R2: 2000 tuples;

3) R3: 4000 and 40000 tuples;

4) R4: 6000 and 60000 tuples;

5) RS5: 8000 and 80000 tuples;

6) R6: 10000 and 100000 tuples.

It must be noted that although sites R3 through R6 have two
spatial relations, only one is used at a time, depending on the
query being evaluated.

Each spatial relation has one spatial attribute, which consists
of four values (Ix,ly, hx,hy) that represent the extents of
an MBR. In addition, each spatial relation has the following
nonspatial attributes: 1) identifier; 2) region name; 3) pop-
ulation; and 4) a line slope indicator. No fault tolerance
mechanisms, in particular using data replication, are utilized
in our simulated geographically distributed spatial database.
We chose to address data replication in the future work
because our focus is to determine how well our algorithm
performs over multiple sites. However, future considerations
of fault tolerance will make our algorithms more robust.

B. Evaluation Tests and Criteria

For all test queries, our performance criteria include data
transmission, I/O cost and CPU cost.

For our evaluation, we perform the following sets of tests.
For the first test set, we evaluate the optimized strategy
using queries that require spatial relations from two sites of
our geographically distributed spatial database. We executed
16 queries. The first eight queries process spatial relations that
range between 1000 and 10000 tuples. The remaining eight
queries process spatial relations that range between 1000 and
100000 tuples. The different combinations of spatial relations
can be found by consulting Tables I-III.

For the second test set, we evaluated six queries that require
data from four of the six sites, using the following spatial
relations:

1) 1000, 2000, 4000, and 6000 tuples;

2) 1000, 2000, 8000, and 10000 tuples;

TABLE I
TwO SITES—TRANSMISSION COST

Site 1 Site 2 Optimized Naive  %Imp
1000 4000 79024 340000 77
1000 6000 82776 476000 82
1000 8000 79426 612000 87
1000 10000 86796 748000 88
2000 4000 161532 408000 60
2000 6000 172252 544000 68
2000 8000 161398 680000 76
2000 10000 180292 816000 78
1000 40000 67500 2788000 98
1000 60000 83982 4148000 98
1000 80000 81570 5508000 99
1000 100000 83910 6868000 99
2000 40000 129104 2856000 95
2000 60000 156306 4216000 96
2000 80000 149740 5576000 97
2000 100000 153090 6936000 98

TABLE II

Two SITES—I/O CoST

Site 1 Site 2 Optimized Naive  %Imp
1000 4000 8438.65 27310.17 69
1000 6000 9815.51  385595.88 75
1000 8000 10541.01 49881.60 79
1000 10000 12351.37 61167.32 80
2000 4000 17563.68 37332.64 53
2000 6000 21362.79 51264.24 58
2000 8000 21750.13 65195.83 67
2000 10000 27372.77 79127.42 65
1000 40000 8084.81  230453.09 96
1000 60000 12142.50  343310.26 96
1000 80000 13597.33  456167.44 97
1000 100000 14972.46  569024.62 97
2000 40000 18300.91  288101.30 93
2000 60000 28092.74  427417.22 93
2000 80000 30579.37  566733.13 95
2000 100000 34912.08  706049.05 95

TABLE III

Two SITES—CPU CosT

Site 1 Site 2 Optimized Naive  %Imp
1000 4000 4190512 4000000 -5
1000 6000 6271180 6000000 -5
1000 8000 8332898 8000000 -4
1000 10000 10451130 10000000 -5
2000 4000 8693114 8000000 -9
2000 6000 13103204 12000000 -9
2000 8000 17242751 16000000 -8
2000 10000 21928238 20000000 -9
1000 40000 40164500 40000000 -0.4
1000 60000 60362929 60000000 -0.6
1000 80000 80448010 80000000 -0.5
1000 100000 100521220 100000000 -0.5
2000 40000 80875064 80000000 -5
2000 60000 121946686 120000000 -1.6
2000 80000 162175870 160000000 -1.3
2000 100000 202682875 200000000 -1.3

3) 4000, 6000, 8000, and 10000 tuples;
4) 1000, 2000, 40000, and 60000 tuples;
5) 1000, 2000, 80000, and 100000 tuples;
6) 4000, 6000, 80000, and 100000 tuples.

Finally, we performed two queries that require data from all
six sites, using the following spatial relations:

1) 1000, 2000, 4000, 6000, 8000, and 10000 tuples;
2) 1000, 2000, 4000, 60000, 80000, and 100000 tuples.
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C. Data Transmission Cost Calculation

For our evaluation, we estimated the cost of data trans-
mission as the total number of bytes that are transmitted.
For estimating the cost for transmitting a data item X, the
following formula has been proposed [11]:

Tcost(X) = TiniT + TBYTE * sizeof (X) (1)

where TiniT is the time to initiate the transmission and 7BYTE
is the time required to transmit one byte of data. However,
given the homogeneous system we are simulating, we assume
that both TiniT and TgyTE are constant, and therefore, are not
incorporated into our calculations below.

In addition, we assume an integer size of 2 B, a double-
precision floating point size of 8 B, a long integer size of 8 B,
and a character size of 1 B. We first present the various costs
of data transmission and finish with overall costs for both the
optimized strategy and the naive approach.

The various costs of data transmission are calculated in
the following manner. There are several calculations required.
First, the cost for transmitting an identifier between two sites is

T cost(ID) = sizeof (int). )

Next, the cost for transmitting an MBR is equal to the
number of bytes used to represent an MBR

T cost(MBR) = 4 x sizeof (double) + T cost(ID) 3)

which encompasses the coordinate values (Ix,ly, hx, hy) of
the MBR itself, and the tuple identifier. Similarly, the cost for
transmitting a tuple is

T cost(tuple) = Tcost(MBR) + 20 x sizeof (char)
+ sizeof (longint) + sizeof (int) 4)

which encompasses the region name (up to 20 characters),
population, and line slope indicator.

Finally, given spatial attribute X from spatial relation Y
(i.e., site Y from the set P above) that is shipped to spatial
relation Z (i.e., site Z from set Q above), the total data
transmission cost for processing the spatial semijoin in the
optimized strategy is

Tcost(X,Y,Z)
= #tuples(Y) * Tcost(MBR)
+ #qualifiers(X) * (T cost(ID) + T cost(tuple))
+ #qualifiers(Z) * T cost(tuple). 5)

The first term is the cost of transmitting the spatial attribute X
from spatial relation Y to spatial relation Z. The second term
is the cost of both transmitting back to Y the corresponding
tuple identifiers for the qualifying the MBRs in X, and
then transmitting the tuples that correspond to those tuple
identifiers to the query site. Finally, the third term is the cost
of transmitting qualifying tuples from Z to the query site. This
cost is calculated for every pair (Y, Z) of sites that are involved
in the query, with all costs summed together to obtain the total
cost of the query. The function #qualifiers(relation) return the
number of tuples from a relation that participate in the result
of a spatial semijoin operation.

For the naive approach, the total data transmission cost
consists of the transmission of all participating spatial relations
to the query site. The cost for shipping one spatial relation R
to the query is calculated as

Tcost(R) = #tuples(R) * T cost(tuple). 6)

D. I/O Cost Calculation

The I/O cost will be calculated as time in milliseconds.
We use a seek time of 4 ms, a transfer time of 0.3 ms
per block, a R-tree node size of 1024 B (i.e., approx-
imately 50 MBRs), and a disk block size of 1024 B.
We first present the calculations for various costs and finish
with overall costs for both the optimized strategy and the naive
approach.

We estimate the cost of fetching spatial attribute X from
spatial relation Y on a site from set P as

I0costA(X, Y) = #nodes(X, Y) * (seek + transfer)  (7)

where #nodes(X, Y) is the number of leaf nodes in the R-tree
that is indexing spatial relation Y.

We estimate the I/O cost for reading in spatial relation Y
on a site as

I0costR(Y)

#tuples(Y) * tuple_size(Y
= seek + transfer( uples(Y) * tuple_size( )). (8)

block_size

The relation is only being read in once because we are
assuming the spatial attribute being sent from the other site
can be stored in memory.

The cost of reading individual qualifying tuples from spatial
relation Y to send to the query site is

10costRI(Y) = #qualifiers(Y)
((logso(#tuples(Y)) + 1) = (seek 4+ transfer)) 9)

where logs,(#tuples(Y)) is the height of the R-tree that is
indexing spatial relation Y.

The cost of writing the set of qualifying tuples from spatial
relation Y as they arrive at the query site is

I0costW(Y) = (seek + transfer) * #qualifiers(Y). (10)

We assume the worst case, here, that tuples are arriving
individually from any site and, therefore, each may require
a seek and transfer to store with the correct relation.

Given the above equations, for the optimized strategy, the
I/O cost for performing a spatial semijoin between spatial
relations Y and Z on spatial attribute X, and sending the
intermediate results to the query site is

I0cost(X, Y, Z) = I0costA(X, Y) + IOcostR(Z)

I10costRI(Y) + IOcostW(Y) + IOcostW (Z) (11)

where the first term is the cost of projecting the spatial
attribute X from spatial relation Y, the second term is the
cost of reading in spatial relation Z in order to perform the
spatial semijoin, the third term is the cost of reading individual
tuples from spatial relation Y to send to the query site, and the
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fourth and the fifth terms are the cost of writing the
intermediate result tuples from spatial relations Y and Z,
respectively.

Finally, the I/O costs for the final join of n relations at the
query site are the following. For the first pair of intermediate
result spatial relations YI and ZI, and assuming a block nested
loop spatial join is used, we require that each block is fetched
in one relation

I0costJ1(YT)

#uples(YT) * tuple_size(YI
:(seek—i—transfer)*( uples(YD) * tuple_size( )) (12)

block_size

and for each block in spatial relation YI, the entire spatial
relation ZI must be fetched for comparison

10costJ2(ZI)

#tuples(ZI) * tuple_size(ZI
:seek—i—transfer*( uples(ZI) * tuple_size( )). (13)

block_size

Then, for the remaining n — 2 spatial relations, each is fetched
and compared with the intermediate result using (13). It is
assumed, here, that the intermediate result is smaller, will fit
in memory and therefore does not need to be written out to
disk after each join is performed.

For the naive approach, the total I/O cost will consist of the
cost of reading the spatial relation from each site, writing the
tuples at the query site, and performing the final spatial join.
First, the total I/O cost for shipping spatial relation Y to the
query site is

I0cost(Y) = IOcostR(Y) + IOcostW(Y). (14)

Finally, for the naive approach, the total I/O cost for
performing the final spatial join is the same as that for the
optimized strategy.

E. CPU Cost Calculation

The CPU cost will be determined by calculating, for both
the optimized and naive strategies, the total number of spatial
predicate comparisons that are carried out. For the optimized
strategy, this will include spatial predicate comparisons for all
the semijoins and the final joins at the query site. For the naive
strategy, this will include the spatial predicate comparisons at
the query site. In addition, we discuss the CPU running time
for the semijoin operations.

VII. EVALUATION RESULTS

In this section, we present the results of our empirical evalu-
ation. We present the results for the geographically distributed
spatial queries that involves two of the six sites, followed by
four of the six sites, and finally, all six sites.

A. Two-Site Query Test

We first present the results of the comparison that involved
two sites of the geographically distributed spatial database.
Table I shows the results of the data transmission cost com-
parison. Along with the pairs of spatial relations (i.e., sites)
that were evaluated, the cost (in bytes) of both our optimized
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TABLE IV
FOUR SITES—TRANSMISSION COST

Site 1  Site 2 Site 3  Site 4 Optimized Naive  %Imp
1000 2000 4000 6000 251276 884000 72
1000 2000 8000 10000 259718 1428000 82
4000 6000 8000 10000 853890 1904000 55
1000 2000 40000 60000 223806 7004000 97
1000 2000 80000 100000 234660 12444000 98
4000 6000 80000 100000 728734 12920000 94

TABLE V

FOUR SITES—I/0 CoOST

Site 1  Site 2 Site 3  Site 4 Optimized Naive  %Imp
1000 2000 4000 6000 28074.10 75004.68 63
1000 2000 8000 10000 35089.12 101975.72 66
4000 6000 8000 10000 105524.10 165277.78 36
1000 2000 40000 60000 33411.46 668016.35 95
1000 2000 80000 100000 182704.39  1247903.95 85
4000 6000 80000 100000 44804.09  898847.504 95

strategy (column optimized) and the naive approach (column
naive) are presented. In all cases, the optimized strategy has a
lower data transmission cost over the naive approach. In par-
ticular, the most significant improvement is achieved when
there exists a significant difference in the size of the spatial
relations between the two sites. For example, when the query
involves the sites that contain the 1000- and 100000-tuple
spatial relations, we have over 90% less data that are being
transmitted when the Optimized strategy is being used to
process the query.

Table II shows the results of the I/O cost comparison.
Again, along with the pairs of relations that were evaluated,
the cost (in milliseconds) of both our optimized strategy
(column optimized) and the naive approach (column naive)
is presented. We see a trend that is very similar to that for the
data transmission costs. The optimized strategy outperforms
the naive approach in all cases, with the most significant
differences occurring when there exists a significant difference
in size of the spatial relations across the two sites.

Table VI shows the CPU cost results. We do find a slight
increase in the number of spatial predicate comparisons for
the optimized strategy over the naive approach. However, this
increase is <10%, and is significantly less when the spatial
relations vary greatly in size. In addition, the increases are
minimal when compared with the significant savings in the
data transmission and I/O costs.

B. Four-Site Query Test

We now present the results for the four-site queries. Table IV
shows the data transmission results, while Table V shows the
I/0 results. For both cases, we find that the optimized strategy
outperforms the naive approach. In addition, we also find that
the most significant improvement in both data transmission
cost and I/O cost occurs where a significant size difference
exists between the spatial relations—in this case, 1000, 2000,
80000, and 100000 tuples.

Table VI shows the CPU cost results. We do find a slight
increase in the number of spatial predicate comparisons for
the Optimized strategy over the naive approach. However, this
overall increase is <10%, and is significantly less when the
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TABLE VI
FOUR SITES—CPU CoST
Site 1  Site 2  Site 3  Site 4 Optimized Naive  %Imp
1000 2000 4000 6000 20439828 19146112 -7
1000 2000 8000 10000 37545385 35284249 -6
4000 6000 8000 10000 183096566 169369526 -8
1000 2000 40000 60000 165456586 163345400 -1.3
1000 2000 80000 100000 291076561 287945676 -1.1
4000 6000 80000 100000 1322953243 1282186309 -3.2

spatial relations vary greatly in size. Again, these increases
are minimal when compared with the significant savings in
the data transmission and I/O costs.

C. Six-Site Query Test

Finally, we present the results of the two six-site
queries: 1) from 1000 to 10000 tuples and 2) from
1000 to 100000 tuples.

For the first query, we found the data transmission cost
from optimized strategy to be 616550 B and that from the
naive strategy to be 2108000 B. This gives an improvement
of ~70%. For the I/O cost, we found that the I/O cost for
the optimized strategy is 76978.83 ms, while the cost for the
naive strategy is 142784 ms, for an improvement of ~46%.
In addition, we found that 26739820231 spatial predicate
comparisons were required by the optimized strategy, and
26732000000 were required by the naive strategy, for a small
increase in CPU cost.

For the second query, we found a data transmission cost of
376896 B from the optimized strategy and 13940000 B from
the naive strategy, for a significant improvement of ~97%.
With respect to the I/O cost, the optimized strategy achieved
64618.22 ms while the naive strategy produced 942219.46 ms,
for an improvement of ~93%. Finally, once again the CPU
times are comparable, with a predicate comparison count of
14054794061 for the optimized strategy and 14050000000
for the naive strategy.

D. Discussion

In all cases, we discovered a significantly lower data trans-
mission cost and lower I/O cost from the optimized over the
naive approach. We discovered the following trends. First,
the greater the difference in the number of tuples between the
participating relations, the greater the reduction in both the
data transmission cost and the I/O cost that the optimized
strategy achieves over the naive approach.

Second, we discovered that, although the CPU cost—with
respect to the number of spatial predicate comparisons—is
slightly higher for the optimized strategy than the naive
approach, we note that the number of spatial predicate com-
parisons that are carried out during the final spatial join is
a very small fraction of the overall number required by the
final spatial join in the naive approach. The increase in CPU
cost by the optimized approach is at most 10% and in many
cases, <5%, over the CPU cost by the naive approach. This is
minimal compared with the significant reduction in the other
two factors.

We also performed some evaluations that utilized spatial
relations containing over 100000 tuples up to 1 million tuples.

We found similar trends with respect to both the data
transmission and I/O costs.

However, with respect to actual CPU clock time, for the
queries involving two sites, the CPU time for semijoin exe-
cution ranged from 1 min for the 1000-4000 tuple query to
50 min for the 2000-100 000 tuple query. When working with
spatial relations containing over 100000 tuples, the time it look
to execute the spatial semijoins proved to be a bottleneck. This
is due to the choice of using a block nested loop join, which
works well for smaller spatial relations but not larger ones.
In addition, this is due to running our simulations on a machine
that is not high performance. However, further improvement
can be gained by considering other options for spatial joins
and spatial semijoins.

VIII. CONCLUSION

In this paper, we propose a strategy for optimizing queries
in a geographically distributed spatial database that involves
spatial relations on more than two sites. Our optimized strategy
focuses on minimizing the cost of data transmission, as well
as the I/O cost, by applying spatial semijoins. Smaller spatial
attributes are chosen for transmission and application to larger
spatial relations so that both the overall data transmission and
I/O costs are minimized.

We also evaluate empirically our optimized strategy versus
the naive strategy. Our results are obtained through simulation.
We show that significant reductions in the data transmission
cost and I/O cost over all queries are achieved when then
optimized strategy is utilized. We find at least a 50% reduction
in most cases, in the amount of data being transmitted and
the amount of I/O being incurred. In particular, when the
query involves both smaller and larger spatial relations, the
reductions in both data transmission and I/O costs are very
significant, at ~90% or greater. With respect to CPU, the
optimized strategy achieves a slightly higher number of spatial
predicate comparisons than the naive strategy. However, for all
cases it is <10% and for many it is <5%. This is a small price
to pay for the significant achievements in the data transmission
and I/O costs.

A. Future Work

Some directions of future work include the following. One
is to create a real geographical distributed spatial database
system with multiple sites, which will provide a means to
better evaluate our strategy. Another is to evaluate the two-
site version of our strategy (i.e., when only two sites are
involved) versus other existing strategies. Although the focus
of this paper was to extend the number of sites handled
by a geographically distributed spatial query, evaluating the
efficiency of our algorithm in the two-site case versus existing
strategies is also important and would better identify if our
strategy is superior in this situation.

A further research direction includes the consideration of
fault tolerance, in particular, using data replication and frag-
mentation, for our strategy in order to further improve upon
its performance. Finally, some final research directions are to
develop and evaluate other strategies for processing and
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optimizing a geographically distributed

spatial query.

In particular, it is important to consider the following.
1) The case of spatial relations with more than one spatial

2)

3)

attribute.

The use of join indices [34] and other implementations
of the spatial join, spatial semijoin, and a spatial Bloom
filter, as ways to improve overall performance, and in
particular, the CPU time for processing very large spatial
data sets.

Estimating the selectivity of spatial attributes when they
contain (mostly) distinct objects.

As discussed, very limited work has been proposed, which
leads to many exciting opportunities for research in the area
of geographically distributed spatial query processing.
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